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Abstract. One-Way Accumulators have been introduced by Benaloh and de Mare at Eurocrypt ’93. They allow to hash a potentially very large set into a short digest, called the accumulator. The accumulator allows to verify the membership of a given element using corresponding witnesses. State-of-the-Art research focuses on the collision-resistance of the resulting schemes. However, there are many applications, where the accumulator must be hiding, i.e., if a third party does not have all members, it should not be able to decide how many additional members a given accumulator has. This behavior of indistinguishability is already used in many cryptographic applications, but has neither been formalized nor formally proven. In this paper, we close this gap by proving that the construction by Barić and Pfitzmann, presented at Eurocrypt ’97, fulfills our new notion. In particular, their accumulator is perfectly indistinguishable. Moreover, we show that the accumulator presented at FSE ’96 by Nyberg does not fulfill this requirement.
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1 Introduction

Cryptographic accumulators allow to hash a potentially very large set \( M = \{y_1, \ldots, y_\ell\} \) with \( \ell \) elements into a short digest \( a \), called the ac-
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accumulator. They have first been introduced by Benaloh and de Mare at Eurocrypt ’93 [3]. Its applications are broad and range from storage efficient protocols to anonymous credential systems [3,7]. The most used main building block is a (one-way) function \( f : \mathcal{X} \times \mathcal{Y} \to \mathcal{X} \), which fulfills an additional property named quasi-commutativity:

\[
\forall x \in \mathcal{X}, y_1, y_2 \in \mathcal{Y} : f(f(x, y_1), y_2) = f(f(x, y_2), y_1)
\]

The accumulator introduced in [3] uses the RSA-function [21] as the basic underlying function. In particular, it lets \((x, y) \mapsto x y \mod n\), where \(n = p q\) is a RSA-modulus with safe primes, i.e., \(p = 2p' + 1\) and \(q = 2q' + 1\) and \(p'\) and \(q'\) are primes. Clearly, \(f\) is quasi-commutative:

\[
\forall x \in \mathcal{X}, y_1, y_2 \in \mathcal{Y} : (x y_1 \mod n) y_2 \mod n = (x y_2 \mod n) y_1 \mod n
\]

Consequently, to extent this to more than two elements, one simply calculates:

\[
a = b \prod_{i=1}^{t} y_i \mod n
\]

where \(b \in_R \mathcal{X}\), and \(\mathcal{X} = \mathcal{Y} = (\mathbb{Z}/n\mathbb{Z})\). Note, it is required that the elements \(y_i\) are hashed using a random oracle \(H : \{0,1\}^* \to \{0,1\}^\lambda\), prior to accumulating to be collision-resistant [2,3]. Here, \(\lambda\) is a security parameter. To keep the introduction simple, this hashing step is left out for now. \(b\) is a randomly chosen “starting value” [3]. The modulus \(n\) can be seen as the key of \(f\). For the rest of this paper, we drop this index, if it is appropriate to do so. To verify that a given element \(y_i \in \mathcal{M}\) was actually part of the calculation of the accumulator \(a\), a corresponding witness \(p_i\) can be calculated, which is essentially a \(y_i^{th}\)-root of \(a\), i.e., \(p_i = \sqrt{a} \mod n\), or, in other words, \(p_i = b \prod_{j=1, j \neq i}^{t} y_j \mod n\). Therefore, \(p_i^{y_i} = a \mod n\) yields, and a third party can verify that the value \(y_i\) was accumulated into \(a\). Hence, for each element \(y_i \in \mathcal{M}\), there exists a witness \(p_i \in \mathcal{X}\) which proves that \(y_i\) was actually accumulated. Obviously, to result in a meaningful cryptographic construction, the function needs to be one-way, i.e., it is hard to find a \textbf{new} pair \((x', y') \neq (x, y)\), for which \(f(x', y') = f(x, y)\) yields, if the factorization of \(n\) is unknown [3]. Note, we do not consider that roots can be calculated, if the factorization of \(n = pq\) is known. In other words, the entity actually generating the parameters for the accumulator is not considered adversarial. We give an algorithmic description and formal security definitions in Sect. 2.

Motivation. All existing work on the primitive of accumulators only focuses on the unforgeability or its possible usages. As an example, the
original application scenario given in [3] proposes using accumulators for time-stamping [11]. In particular, all documents are accumulated into the accumulator $a$, which is finally time-stamped by the time-stamping service. Following this approach, only $a$ has to be time-stamped, while neither elements nor the corresponding witnesses need to be known by the time-stamping service. Hence, the time-stamping service does not know what documents it timestamps. However, as we show in Sect. 3, not all existing accumulators hide the amount of the members actually contained inside the accumulator $a$. As an example, the accumulator introduced by Nyberg at FSE’96 does not hide the amount of digested elements [18]. We prove this claim formally in Sect. 3. Assume that the entity which needs to time-stamp a set of documents only lets its invoices be time-stamped. The one-way property of the accumulator definition already implies that the time-stamping service cannot derive which invoices are actually contained, but it may derive how many invoices are time-stamped. This is already leaks, potentially critical, financial information about the business, as it allows to infer how many invoices have been issued and therefore “how good the business is performing”. This insider information can be used in the stock market to help forecasting the business’ share prices. From the privacy perspective this is obviously not acceptable. Consequently, one requires a privacy-preserving accumulator to hide the amount of members, i.e., a third party must not be able to derive how many elements were used to calculate the given accumulator. This behavior has already been utilized and assumed in many applications, e.g., in authenticated dictionaries [10], redactable signatures [1,12,19,20], sanitizable signatures [8,14], the already mentioned time-stamping scenario [3], revocation checks [13,17] and anonymous credentials [7]. We show that, however commonly used, not all accumulator constructions do fulfill the indistinguishability requirement. In particular, we prove that the accumulator introduced in [2] does hide the amount of elements, if the parameters are chosen correctly, while the accumulator by Nyberg cannot achieve our indistinguishability notion [18].

State of the Art. The first one-way accumulator has been introduced by Benaloh and de Mare at Eurocrypt ’93 [3]. They have been extended to collision-free accumulators in [2]. Based on this work, Sander derived a trapdoor-free RSA-accumulator by generating the modulus $n$ with unknown factorization in a verifiable way. A different approach to implement trapdoor-free accumulators, based on Bloom-Filters [4], has been proposed by Nyberg [18]. Her approach however, is not indistinguishable
due to the underlying Bloom-Filter. We prove this claim in Sect. 3. Undeniable accumulators have then been introduced in [6]. These accumulators do not allow to generate a non-membership witness, if the corresponding value has been accumulated, and vice versa. Universal accumulators, introduced in [7], allow to dynamically add and remove values from the accumulator. Additional trapdoor-free accumulators have been introduced in [16,22].

All approaches focus on the unforgeability, i.e., the collision-resistance, of the resulting accumulator, while there exists no work on the hiding property of accumulators. This paper addresses this gap. We want to emphasize that the scenario where the generator of the parameters is malicious, was left as open work in [3], tackled by introducing trusted third parties in [15] and finally solved by Sander [22] and also, in a slightly different setting, by Lipmaa [16] and Nyberg [18]. Lipmaa uses a concept related to the CRS-model [5] to verify that the parameters were generated honestly [16], while Nyberg relies on a Bloom-Filter. In this work, we focus on the original setting, i.e., the entity generating the parameters is not considered adversarial. Moreover, we do not discuss more sophisticated accumulators which allow removing elements [7] or generating non-membership witnesses [15]. We also do not discuss batch-updates, as introduced in [23]. However, our results, in particular the formal notion of indistinguishability, remain generally applicable.

Our Contribution and Outline. This paper proves that there exists one-way accumulators which hide the actual amount of accumulated elements. On the other hand, we also show that there are one-way accumulators which do not fulfill our new privacy notion of indistinguishability. The rest of the paper is structured as follows: in Sect. 2, all preliminaries are presented. The new notion of indistinguishability is introduced in Sect. 3. This section also covers the proofs that Nyberg’s accumulator [18] is not indistinguishable, while the one of Barić and Pfitzmann [2] is. This result shows that only some accumulators can be used in applications scenarios where our stronger privacy guarantee is crucial, e.g., hiding the contents and the number of documents submitted to time-stamping.

The rest of the paper is structured as follows. In Sect. 2, the nomenclature and the existing security model are revisited. We discuss the new notion of indistinguishability in Sect. 3. This section also contains the proofs that the accumulator by Barić and Pfitzmann [2] is indistinguishable if used correctly, while Nyberg’s [18] is not. We conclude our work in Sect. 4.
2 Preliminaries

For a set $M = \{y_1, \ldots, y_\ell\}$, we call $y_i$ an element and $\ell$ the element count, i.e., $\ell$ is the cardinality of $M$. $p$ and $q$ always denote safe primes, i.e, $p = 2p' + 1$ and $q = 2q' + 1$, where $p'$ and $q'$ are also primes. $n = pq$ denotes a product of two safe primes. $H : \{0,1\}^* \rightarrow \{0,1\}^\lambda$ denotes a random oracle, while $\lambda$ denotes the security parameter. The following notations and the algorithmic description are derived from [9] and [16].

$\varphi : \mathbb{N} \rightarrow \mathbb{N}$ is Euler’s totient function. $\mathbb{P}_n$ denotes the set of odd primes less or equal to $n$, i.e., $\mathbb{P}_n = \{m \mid 2 < m \leq n, m$ is prime$\}$. With $\text{ord}_p(n)$, we denote the order of the element $n$ in the group $(\mathbb{Z}/p\mathbb{Z})$.

**Definition 1 (Cryptographic Accumulators).** A cryptographic accumulator $\text{ACC}$ consists of five efficient (PPT) algorithms. In particular, $\text{ACC} := (\text{Setup}, \text{Dig}, \text{Proof}, \text{Verf})$ such that:

**Setup.** The algorithm $\text{Setup}$ is the parameter generator. On input of the security parameter $\lambda$, it outputs the public parameter $\text{parm}$, i.e., $\text{parm} \leftarrow \text{Setup}(1^\lambda)$. Hence, $\text{Setup}$ can be interpreted as the instance generator

**Dig.** The algorithm $\text{Dig}$ takes as input the set $M = \{y_1, \ldots, y_\ell\}$, $y_i \in \mathcal{Y}_{\text{parm}}$ to accumulate, the public parameters $\text{parm}$ and outputs an accumulator value $a$, i.e, $a \leftarrow \text{Dig}(\text{parm}, M)$

**Proof.** The algorithm $\text{Proof}$ takes as input the public parameters $\text{parm}$, a value $y_i \in \mathcal{Y}_{\text{parm}}$ and returns a witness $p_i$ from a witness space $\mathcal{P}_{\text{parm}}$, if $y_i \in M$ was input to $\text{Dig}$, i.e., $\text{Dig}(\text{parm}, M)$, and $\bot$ otherwise. Hence, it outputs $p_i \leftarrow \text{Proof}(\text{parm}, y_i, M)$

**Verf.** The verification algorithm $\text{Verf}$ takes as input the public parameters $\text{parm}$, an accumulator $a \in \mathcal{X}_{\text{parm}}$, a witness $p_i$, and a value $y_i \in \mathcal{Y}_{\text{parm}}$ and outputs a bit $d \in \{\text{true, false}\}$ indicating whether $p_i$ is a valid proof that $y_i$ has been accumulated into $a$. Hence, it outputs a decision $d \leftarrow \text{Verf}(\text{parm}, a, y_i, p_i)$

We also require the correctness requirements to hold. In particular, for any security parameter $\lambda \in \mathbb{N}^+$, any $\text{parm} \leftarrow \text{Setup}(1^\lambda)$, any $M = \{y_1, \ldots, y_\ell\}$ let $a \leftarrow \text{Dig}(\text{parm}, M)$. We require:

$\forall y_i \in M : \text{Verf}(\text{parm}, a, y_i, \text{Proof}(\text{parm}, y_i, M)) = \text{true}$


**Experiment** Indistinguishability\(^{\text{ACC}}\)(\(\lambda\))

\[
\begin{align*}
\text{parm} &\leftarrow \text{Setup}(1^\lambda) \\
b &\leftarrow \{0, 1\} \\
d &\leftarrow A(\text{LoRHash}(\cdot, \cdot, \text{parm})(\text{parm})
\end{align*}
\]

where oracle LoRHash for input \(S, R:\)

\[
\{z\} \leftarrow \text{parm}
\]

if \(b = 1:\)

\[
\text{return } \left(\text{Dig}(\text{parm}, S \cup R \cup \{z\}), \{(y_i, p_i) \mid p_i \leftarrow \text{Proof}(\text{parm}, y_i, S \cup R \cup \{z\}), y_i \in S\}\right)
\]

if \(b = 0:\)

\[
\text{return } \left(\text{Dig}(\text{parm}, S \cup \{z\}), \{(y_i, p_i) \mid p_i \leftarrow \text{Proof}(\text{parm}, y_i, S \cup \{z\}), y_i \in S\}\right)
\]

return 1, if \(d = b\)

---

**Fig. 1. Game for Indistinguishability**

## 3 Indistinguishability

In this section, we introduce the formal definition of indistinguishability. In a nutshell, indistinguishability requires that an adversary cannot decide how many members a given accumulator has. We define this notion formally with the next definition.

**Definition 2 (Indistinguishability).** We call an accumulator indistinguishable, if for any \(\text{PPT}\) algorithm \(A\) the probability that the experiment depicted in Fig. 1 returns 1 is negligibly close to \(\frac{1}{2}\).

The basic idea is that an adversary can choose two sets. The oracle either digests the union of it or just the first one. Additionally, it adds a blinding value \(z\), chosen at random. This randomly chosen element accounts for deterministic accumulators. \(z\) can be seen as the starting value \(b\) for the standard RSA-accumulator. The adversary is then given only the proofs for the first set. It has then to decide if both sets or just the first set along with \(z\) has been digested. This definition also covers accumulators without a starting value, e.g., the one introduced by Nyberg [18]. We prove that this additional blinding value does not have an impact on our proofs.

### 3.1 Nyberg’s Accumulator

Here, we restate the construction of the accumulator by Nyberg [18]. We use this construction to prove afterwards, that her accumulator does not fulfill our notion of indistinguishability.
Construction 1 (Nyberg’s Accumulator) Let, $\text{ACC} := (\text{Setup}, \text{Dig}, \text{Proof}, \text{Verf})$ such that:

**Setup.** Let $N = 2^d$ be an upper bound of elements to be accumulated. Furthermore, let $r \in \mathbb{N}^+$ be an additional integer. Let $\mathcal{H} : \{0,1\}^* \to \{0,1\}^\lambda$ be a one-way function, modeled as a random oracle, where $\lambda = rd$. Output $\text{parm} = (r, d, N, \mathcal{H})$. Note, we omit the key space of $\mathcal{H}$ for simplicity.

**Dig.** Let $Z = \{z_i \mid z_i \leftarrow \mathcal{H}(y_i), y_i \in \mathcal{M}\}$, $\mathcal{M} = \{y_1, \ldots, y_\ell\}$ denote the set of hashed elements. Note, the length of an element $z_i$ is equal to $\lambda = rd$ due to $\mathcal{H}$. Let $z_i = (z_{i,1}, \ldots, z_{i,r})$ denote the list of bit strings of $r$ elements with length $d$ corresponding to $z_i$. Map each element $z_i$ to a binary string $b_j = (b_{i,1}, \ldots, b_{i,r})$ of length $r$, where $b_{i,j} = 0$, if $z_{i,j} = 0$ and $b_{i,j} = 1$, if $z_{i,j} \neq 0$. Informally this means replacing the $d$ bits of $z_{i,j}$ by 0 or 1 depending on whether $z_{i,j} = 0$ or $z_{i,j} = 1$.

The accumulated hash value $a$ is now defined as the coordinate-wise product mod 2 of each binary $r$-tuple $b_i$, i.e., $a_i \leftarrow \prod_{j=1}^{\lambda} b_{i,j} \mod 2$. Output $a = (a_1, \ldots, a_r)$.

**Proof.** The algorithm $\text{Proof}$ returns $\text{Dig(\text{parm}, \mathcal{M})}$, i.e., the accumulator $a$.

**Verf.** To verify that a given value $y_i$ was accumulated into $a = (a_p, \ldots, a_r)$, one calculates $z_i \leftarrow \mathcal{H}(y_i)$ and the corresponding bit string $b_i = (b_{i,1}, \ldots, b_{i,r})$. Afterwards, it checks that for all $j = 1, \ldots, r$ that, if $b_{i,j} = 0$ then $a_j = 0$. Note, the accumulator itself is considered the proof.

Non-Indistinguishability of Nyberg’s Construction. In this section, we prove that Nyberg’s construction is not indistinguishable and therefore cannot be used in applications where this privacy notion is required.

**Theorem 1 (Nyberg’s Accumulator is not Indistinguishable).** The accumulator by Nyberg [18] does not fulfill our notion of indistinguishability. Please note that we do not prove anything related to the collision-resistance of the accumulator.

**Proof.** For this proof, we assume that each bit is independently set to 0, or 1 resp., by $\mathcal{H}$ with probability exactly 0.5, which is implied by the use of the random oracle. This has already been assumed in Nyberg’s original
work to prove the collision-resistance of her accumulator [18]. Hence, also following Nyberg [18], the probability that a \( b_{i,j} \) is equal to 0 is \( 2^{-d} \), i.e., \( \Pr[b_{i,j} = 0] = 2^{-d} \). Hence, the expected number of \( a_i = 0 \), i.e., \( \sum_{a_i=0} 1 \), is equal to \( r2^{-d} \) for a single element accumulated. This single element is treated as \( \{z\} \), as defined in the game given in Fig. 1.

For \( m \) hashed elements, the expected number of \( a_i = 1 \) equals \( r((1 - 2^{-d})^m) \). Obviously, this is a monotonous function \( f_{r,d}(m) \), decreasing with \( m \), as \( d \) and \( r \) are constants. In terms of the formal game, the adversary chooses a random string \( a \). It sets \( R = \emptyset \) and \( S = \{a\} \). It follows that \( r((1 - 2^{-d})^0) \geq r((1 - 2^{-d})^1) \). The case that adding a new element does not change the accumulator only happens with negligible probability, as this implies a collision. Refer to [18] for a thorough discussion and the corresponding probabilities concerning collisions. Thus, the number of 0s, or 1s resp., allows an approximation of the number of elements accumulated. Hence, the adversary wins the game with non-negligible probability. This proves Th. 1. 

\[ \square \]

### 3.2 Barić and Pfitzmann’s Accumulator

In this section, we restate the construction by Barić and Pfitzmann [2] and prove the indistinguishability under certain assumptions. Note, our proofs only focus on the indistinguishability, as the collision-resistance has already been proven in the original work [2].

**Construction 2 (Barić and Pfitzmann’s Accumulator)** A cryptographic accumulator \( \text{ACC} \) consists of five efficient (PPT) algorithms. In particular, \( \text{ACC} := (\text{Setup}, \text{Dig}, \text{Proof}, \text{Verf}) \) such that:

**Setup.** The algorithm Setup is the parameter generator. On input of the security parameter \( \lambda \), it outputs the parameter \( \text{ parm } \), i.e., the RSA-modulus \( n \). To do so, it picks two safe primes \( p \) and \( q \) of bit-length \( \lambda \). Additionally, it chooses a hash-function \( \mathcal{H} : \{0,1\}^* \rightarrow \mathbb{P}_n \), modeled as a random oracle. Finally, it outputs \( (\mathcal{H}, n) \), where \( n = pq \).

**Dig.** The algorithm Dig takes as input the set \( M = \{y_1,\ldots,y_\ell\} \) to accumulate, the public parameters \( \text{ parm } = (\mathcal{H}, n) \) and outputs an accumulator value \( a \). It picks a random starting value \( b \in (\mathbb{Z}/n\mathbb{Z})^\times \). Afterwards, it sets \( a \leftarrow b \prod_{i=1}^{\ell} \mathcal{H}(y_i) \mod n \). Finally, it outputs \( a \).
Proof. The algorithm $\text{Proof}$ takes as input the public parameters $\text{parm} = (H, n)$, the set $M = \{y_1, \ldots, y_\ell\}$ and an element $y_i \in M$. It outputs $p_i \leftarrow b \prod_{j=1, i \neq j} H(y_j) \mod n$.

Verif. The verification algorithm $\text{Verf}$ takes as input the public parameters $\text{parm}$, an accumulator $a \in X_{\text{parm}}$, a witness $p_i$, and a value $y_i \in Y_{\text{parm}}$, and outputs a bit $d \in \{\text{true}, \text{false}\}$ indicating whether $p_i$ is a valid proof that $y_i$ has been accumulated into $a$. Finally, it outputs a decision $d \leftarrow \text{Verf}(\text{parm}, a, y_i, p_i)$.

The security of the hash function has already been discussed in [2].

Indistinguishability of Barić and Pfizmann’s Construction. This section proves that the accumulator by Barić and Pfizmann accumulator [2] is indistinguishable following our definition. We give some additional proofs prior to giving the main theorem to increase readability.

Theorem 2 (The probability that $H$ outputs a prime $r$, such that $r$ is not coprime to $\varphi(n) = 4p'q'$ is negligible). The probability that the random oracle $H$ outputs a prime $r$ such that $\gcd(\varphi(n), r) \neq 1$ is negligible in the security parameter $\lambda$.

Proof. Assuming that $H : \{0,1\}^* \rightarrow \mathbb{P}_n$ is a random oracle always returning uniformly distributed odd prime numbers $2 < q_i \leq n$, i.e., $q_i \in \mathbb{P}_n$, we can derive that the probability that it returns a $r$, such that $r \mid \varphi(n) = 4p'q'$ is negligible. Obviously, the only primes dividing $\varphi(n)$ are $\{2, p', q'\}$, as every other divisor must be a multiple of one of the elements contained in $\{2, p', q'\}$. As only $p'$ and $q'$ are members of $\mathbb{P}_n$, we have exactly 2 primes not fulfilling our definition. This is obviously negligible in $\lambda$.

Hence, we can assume that $H$ only outputs primes which are coprime to $\varphi(n)$:

$$H : \{0,1\}^* \rightarrow (\mathbb{P}_n \setminus \{a \mid \gcd(a, \varphi(n)) \neq 1\})$$

Theorem 3. If $\gcd(u, \varphi(n)) = 1$, $f_a : (\mathbb{Z}/n\mathbb{Z}) \rightarrow (\mathbb{Z}/n\mathbb{Z}), a \mapsto a^u \mod n$ is bijective.

Proof. We prove this theorem by showing that the kernel of $f_a$ is trivial, i.e., $\ker(f_a) = \{1\}$. It is obvious that $f_a$ describes a group homomorphism. Let $f_a(x) = 1$, i.e., $a^u = 1$. It follows that $\text{ord}_a(a) \mid u$ and following
Lagrange ord\(n(a) \mid \varphi(n)\). But since \(\gcd(u, \varphi(n)) = 1\), \(a = 1\) follows. Thus, injectivity is proven. Since domain and range are equal, the function is therefore also bijective.

**Definition 3 (The inverse of \(f_a\)).** We define the inverse of \(f_a\) as \(f_a^{-1} : (\mathbb{Z}/n\mathbb{Z}) \rightarrow (\mathbb{Z}/n\mathbb{Z}), a \mapsto \sqrt[n]{a} \mod n\).

**Theorem 4 (There exists always a uniformly distributed \(b'\), for all subsets of \(\mathcal{M}\)).** For every set \(\mathcal{M}\), every starting value \(b\), every subset \(\mathcal{M}' \subset \mathcal{M}\), there exists a \(b'\), which is also uniformly distributed.

**Proof.** Let \(\mathcal{H}\) s.t. it outputs only odd primes, coprime to \(\varphi(n)\), which as shown in Th. 2 has negligible impact. If \(\mathcal{M}' = \mathcal{M}\) we are already done, as \(b' = b\) and \(b\) is chosen at random. For \(\mathcal{M}' \subsetneq \mathcal{M}\) we have to show that for every \(\mathcal{M}' = \{y_1, \ldots, y_\ell\}\) there exists a \(b'\), which is also uniformly distributed, if the original \(b\) is. To do so, we let

\[
b' = \sqrt[n]{H(y_\ell)} \cdots \sqrt[n]{H(y_2)} \sqrt[n]{H(y_1)} \mod n
\]

As Th. 3 states, the \(z_i^{1/\ell}\) root is uniquely determined for radicands in \((\mathbb{P}_n \setminus \{a \mid \gcd(a, \varphi(n)) \neq 1\})\). Hence, \(b'\) is defined as a composition of isomorphisms. This implies that \(b'\) is uniformly distributed as well, if \(b\) is.

**Theorem 5.** The accumulator value \(a\) is always uniformly distributed, if \(b\) is chosen at random.

**Proof.** Analogue to Th. 4.

**Theorem 6.** The proofs \(p_i\) are also uniformly distributed.

**Proof.** For given value \(z_i = \mathcal{H}(y_i)\), the proof is defined as \(p_i = \sqrt[n]{a} \mod n\) for a given accumulator \(a\). Following Th. 4, we can derive that \(p_i\) is uniformly distributed as well, if \(a\) is uniformly distributed. This is given, since the starting value \(b\) is chosen uniformly.

**Theorem 7.** The construction by Barić and Pfitzmann is indistinguishable, if \(b\) is chosen at random, the hash-function \(\mathcal{H}\) is modeled as a random oracle always outputting uniformly distributed odd primes coprime to \(\varphi(n)\).
Proof. The starting value $b$ is uniformly chosen by the oracle given in Fig. 1. Given the accumulator $a$, the adversary cannot decide how many values have been accumulated, as shown in Th. 5. The proofs are also uniformly distributed, as proven in Th. 6. Following our definition of indistinguishability, no additional information is given to the adversary. This proves the theorem. \hfill \Box

3.3 Achieving Resilience Against Unbounded Adversaries

The last case we have to consider is if $\mathcal{H}$ outputs a prime $r$, s.t., $r \in \{p', q'\}$. Here, the roots are not uniquely determined and may not be uniformly distributed. Hence, the proofs themselves may give the adversary a non-negligible advantage. The same is true for the accumulator value $a$, which may therefore not be uniformly distributed. To counter this, we suggest to adjust the digest algorithm to check, if $\mathcal{H}$ outputs $r \in \{p', q'\}$. If so, the corresponding message has to be padded or rehashed using a different modulus. This simple alteration allows for perfect indistinguishability. This overhead only occurs with negligible probability, as proven in Th. 2.

3.4 Removing the Random Oracle

As already shown by Barić and Pfitzmann, the random oracle can be removed by restricting the input itself to prime numbers [2]. As we have restricted the random oracle to prime numbers, the same idea can be used in our case. Hence, perfect indistinguishability can even be achieved in the standard model. However, the input domain is reduced significantly. All proofs concerning the collision-resistance can be found in [2].

4 Conclusion and Open Questions

In this paper, we introduced the privacy notion of indistinguishability of one-way accumulators. This primitive has been used in many applications, but has not been shown for any existing construction yet. We have shown that the accumulator by Barić and Pfitzmann [2] is provably indistinguishable, while Nyberg’s accumulator [18] does not fulfill our notion. It remains an open question of other accumulators do fulfill
our requirements, as we have shown that not all accumulators are indistinguishable. It remains an open question if other accumulators do fulfill the new security definition, e.g., [7,10,13,17].
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