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Abstract

This thesis investigates the suitability of state-of-the-art protocols for large-scale and long-
term environmental event monitoring using wireless sensor networks based on the application
scenario of early forest fire detection. By suitable combination of energy-efficient protocol
mechanisms a novel communication protocol, referred to as cross-layer message-merging pro-
tocol (XLMMP), is developed. Qualitative and quantitative protocol analyses are carried out to
confirm that XLMMP is particularly suitable for this application area. The quantitative analy-
sis is mainly based on finite-source retrial queues with multiple unreliable servers. While this
queueing model is widely applicable in various research areas even beyond communication
networks, this thesis is the first to determine the distribution of the response time in this model.
The model evaluation is mainly carried out using Markovian analysis and the method of phases.
The obtained quantitative results show that XLMMP is a feasible basis to design scalable wire-
less sensor networks that (1) may comprise hundreds of thousands of tiny sensor nodes with
reduced node complexity, (2) are suitable to monitor an area of tens of square kilometers, (3)
achieve a lifetime of several years. The deduced quantifiable relationships between key net-
work parameters—e.g., node size, node density, size of the monitored area, aspired lifetime,
and the maximum end-to-end communication delay—enable application-specific optimization
of the protocol.
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Chapter 1

Introduction

If you have the right attitude, interesting problems will find you.
— Eric S. Raymond

Modern sensor and communication technology is subject to ongoing miniaturization. For wire-
less sensor networks (WSNs)¥] this development steadily enlarges the areas of imaginable ap-
plications. Since the requirements imposed on WSNs are highly application-specific, the use
of generic solutions is often rendered infeasible. Hence, for many application areas, a plethora
of open research questions still needs to be solved to enable the design and implementation of
actually practical solutions.

1.1 WSN-Based Environmental Event Monitoring

One of many possible application areas of WSNs is environmental monitoring, which includes,
e.g., forest fire or flood detection, volcano or habitat monitoring, precision agriculture, or pol-
Iution studies as specific applications (cf. [3l Sec. 2.2], [221]). The main advantage of using
WSNss for environmental monitoring is the increased spatial resolution in comparison to clas-
sical monitoring approaches that rely on significantly fewer but more complex and more costly
sensors, which usually demand additional infrastructure for power supply and communication.
Particular challenges of this application area arise from the relatively large area to be moni-
tored, the usually large number of sensor nodes needed due to their limited sensing range, the
nodes’ environmental compatibility, and the relatively long operation time aspired.

For example, based on the application of early forest fire detection, this thesis shows that
it is advisable to think further the vision of deploying WSNs with hundreds of thousands of
sensor nodes to monitor areas of tens of square kilometers. The large number of sensor nodes
has several implications:

e The price of each sensor node needs to be as low as possible.
e For a low environmental impact, each sensor node needs to be as small as possible.

e The price and size constraints render the use of powerful technology (e.g., long-range
radio transceivers, fast processing units, or high-capacity batteries) infeasible.

* A list of all abbreviations used in this thesis is provided in Appendix Section
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e Deterministic deployment is infeasible. Instead, the sensor nodes need to be deployed
randomly, e.g., by dropping or spraying them from aerial vehicles. Immediately after
random deployment, the position of each sensor node is hence unknown. Some local-
ization method is needed to make the sensor nodes location-aware. The location of the
sensed event can then be determined and communicated to the network operator.

e Regular maintenance of the sensor nodes is infeasible. This includes manual recharging[¥|
or replacing the batteries. Hence, despite the small size of the sensor nodes, a lifetime in
the order of years should be aspired. To achieve this goal, the WSN needs to be designed
such that it operates in a highly energy-efficient manner.

e For reducing the sensor nodes’ energy consumption, their radio transceivers need to be
switched to sleep mode as often as possible, because these are usually responsible for
the sensor nodes’ main power drain (see, e.g., [3, Sec. 3.7] and the references therein).

e The limited radio range and large size of the monitored area necessitates multi-hop com-
munication of sensor data from the source sensor node to a destination node. Conse-
quently, each sensor node does not only serve as a data source but also as a data router.
This additional duty results in additional power consumption.

A prominent destination node of data messages communicated by a WSN is the sink node.
The sink node usually is more powerful than the tiny sensor nodes and serves as a gateway
between the WSN and a more capable external communication infrastructure, which takes care
of sending sensor data from the WSN to the network operator and network management data
in the opposite direction.

An important property of WSNs that are applied for safety-critical applications like forest
fire detection is the time needed to communicate a detected event—i.e., fire—from the detect-
ing source node to the sink. In this thesis, this time is referred to as detection-to-notification
delay. For example, the size of a forest fire may—depending on the environmental condi-
tionsﬁ]ﬁspread very quickly. Therefore, early intervention of fire fighters is of utmost impor-
tance. Hence, the detection-to-notification delay should lie in the order of less than only a few
minutes (cf. Section [3.3)). Clearly, there is a trade-off between this delay and the durations of
the active and sleep periods that are adhered to by the nodes’ transceivers and determine the
nodes’ lifetime. That is, the higher the probability that the transceivers are sleeping, the longer
messages need to traverse the WSN.

The challenge addressed by this thesis is hence to find a scalable and energy-efficient com-
munication protocol that is suitable for long-term environmental event monitoring. In particu-
lar, the protocol must be able to meet lifetime requirements on the one hand and detection-to-
notification delay requirements on the other hand. Since an optimal protocol cannot be found,
the design of an improved protocol is projected and the novel protocol’s performance requires
evaluation to proof its theoretical feasibility. Furthermore, the evaluation approach should be
generic enough to allow for application-specific optimization of main WSN and protocol pa-
rameters.

* As discussed in Section also the use of power harvesting methods seems impracticable in the investigated
forest fire scenario.
T Including, e.g., fuel type, fuel moisture, wind speed, and air temperature.
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1.2 Solution Approach

Several solutions for environmental monitoring in general (see Section [2.2)) and solutions for
WSN-based early forest fire detection in particular (see Section [2.T)) have been proposed in
related work. However, an investigation of these solutions reveals that real deployments so far
comprise only up to hundreds of nodes, while this thesis exemplarily shows for the forest fire
scenario that it seems advisable to foresee networks of hundreds of thousands of nodes. Pro-
posed WSN-based solutions that explicitly address forest fire monitoring lack explicit lifetime
estimations that consider the constraints following from network size, node size and detection-
to-notification delay requirements. After reviewing solutions that seem feasible for large-scale
and long-term environmental monitoring—in particular approaches that are based on cross-
layer communication protocols that are based on receiver-based routing (cf. Section [2.2))—
this thesis comes to the conclusion that there are still unexploited optimization opportunities
to design a novel WSN protocol that is especially suitable for long-term environmental event
monitoring where report-worthy events (e.g., an upcoming forest fire indicated by an exceeded
temperature threshold) occur rarely.

This thesis hence designs a novel communication protocol, which is especially optimized
for WSN-based monitoring of rare events in large-scale environmental areas. In the following,
the protocol is referred to as cross-layer message-merging protocol (XLMMP). XLMMP is
designed to comprise the following main properties, whose combination establishes the novelty
of XLMMP:

Cross-layering. A cross-layer approach is chosen to increase the application-awareness of
different protocol services (e.g., routing and medium access). Despite imminent disadvan-
tages including decreased modularity, robustness, reusability, stability, and maintainability (cf.
[L66L[198]]), cross-layer approaches bear a large potential to achieve significantly higher energy
efficiency in comparison to layered protocol stacks (cf. [3, Ch. 10] and the references therein).

Message-merging. The protocol fosters in-network data message aggregation by allowing
for application data-aware routing decisions. The resulting decrease of the number of messages
further increases the protocols energy efficiency.

ID-less, unsynchronized, and self-localizing. In contrast to most protocols previously pro-
posed in related work for environmental monitoring and WSN-based early forest fire detection,
XLMMP does not rely on external services that provide unique node IDs or addresses, time
synchronization, and node localization due to the following reasons:

e For unique node IDs and addresses, dedicated hardware (ID chips) or address negotiation
protocols would be needed. In XLMMP, node IDs are completely avoided in order to
reduce hardware requirements, energy consumption, and communication overhead. It
should be noted that the lack of node IDs also naturally follows the paradigm shift from
node-centric to data-centric networking (cf. [143, Ch. 12], [82, Ch. 11], [3} Sec. 7.2]).

e Regular time synchronization would require external time sources (e.g., the satellite-
based Global Positioning System (GPS) or terrestrial beacon nodes) or dedicated time
synchronization protocols that need relatively frequent communication. Similar to node
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IDs, XLMMP avoids the need for time synchronization to reduce the corresponding hard-
ware, energy, and/or communication overhead, in particular since it would usually need
to be maintained even during long event-less periods to be useful.

e Node localization is often assumed to be achieved by the help of some satellite-based
global navigation system (e.g., GPS), a dedicated localization protocol, or deterministic
deployment. The drawback of these approaches is again an increased hardware, energy,
and/or communication overhead. In contrast to node IDs and time synchronization, how-
ever, node localization is indispensable for achieving event localization. Hence, XLMMP
provides node localization by itself with no hardware and only moderate additional com-
munication and computation overhead.

Unclustered. In contrast to common ambitions to promote clustering in WSNss, this thesis
refrains from following this trend. The decision is based on the following main reasons:

e In case of static cluster heads, these usually need to be provided with more powerful
hardware. The resulting node heterogeneity, however, complicates deployment and in-
troduces single points of failures.

o If the cluster heads are chosen dynamically, communication overhead is introduced for
cluster head election, cluster formation, and cluster maintenance. This permanent over-
head seems disproportional in comparison to the traffic caused by rare application events.

Receiver-based routing. To achieve high energy efficiency, the sensor nodes are subject to
active/sleep cycles with significantly dominating sleep periods. To still keep the event-to-
detection delay low, to foster message merging, to facilitate scalability and robustness, and to
enable energy-aware routing, XLMMP applies receiver-based routing (cf. [6, 139, 198, [320],
[3, p. 225]). Here, a sender node is not aware of its neighbor nodes that may serve as suitable
next hops to forward the data message towards the sink. Instead, a sender broadcasts the mes-
sage to its neighborhood by exploiting the broadcast character of wireless communication. The
message-receiving neighbors then negotiate which of them signs responsible to forward the
message further. If no next hop can be found immediately, the sender retries to find a suitable
neighbor by resending the message.

The quantitative evaluation of XLMMP carried out in this thesis aims at investigating the
influence of the WSN’s and environmental parameters on the detection-to-notification delay.
For deriving realistic parameters, the investigation focuses on a practical forest fire scenario.
Still, it should be noted that this thesis does not yet strive for a perfect representation of the
investigated WSN and XLMMP in form of detailed and large-scale simulations or testbed im-
plementations. Instead, its main goals are to grasp the behavioral properties, principles, and
dependencies of the underlying protocol mechanisms and to analyze the results’ sensitivity on
changes of the system parameters. In future work, the derived insights can then be used to
focus on the most decisive factors when building more detailed and refined models.

A further advantage of this approach is that the proposed queueing models and the cor-
responding evaluation approaches are, to a large extend, application-independent and can be
applied in a much broader context—even beyond the research area of communication networks.
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The evaluation of the WSN is based on a model which is split into two main parts: the
single-hop model and the multi-hop model. The single-hop model aims at reflecting the time
needed by a message to traverse one hop of its multi-hop path to the sink node. The model
in particular copes with the retrial behavior of the message-sending node and the active/sleep
periods of the potential next-hop nodes. Also, the model reflects the limited number of dis-
tinct event messages, owing to the merging of similar messages. This is achieved by adopting
the modeling formalism of retrial queues. More specifically, a finite-source retrial queue with
homogeneous, unreliable servers is applied to deduce the single-hop response time and further
performance measures. In contrast to related work on numerical evaluation of finite-source
retrial queues with unreliable servers (see Section [2.4)), this thesis not only derives mean per-
formance measures (using numerical Markovian analysis provided by the tools MOSEL-2 and
SPNP)but also the distribution of the waiting and response times using the Method of Phases
(cf. [169, Part II]). Additionally, an approximation is proposed that allows to increase the scal-
ability of the evaluation method in case of large state spaces. The approximation’s derivation
relies on symbolic regression (cf. [263]]) provided by the tool Eureqa. The proposed single-hop
modeling and evaluation process is Veriﬁecﬂ by comparing the results to outcomes of related
work and of a suitable discrete-event simulation (DES) which developed in this thesis and is
implemented using CPN Tools.

For the evaluation of the protocol’s multi-hop detection-to-notification delay, the sensor
nodes’ hop counﬂ distribution is investigated by developing an multi-agent simulation model.
This model is implemented using the MASON toolkit. The combination of the single-hop re-
sponse time distribution with the hop count distribution is implemented in form of a numerical
approach based on a Monte Carlo experiment and allows to calculate the aspired detection-to-
notification delay distribution. Based on this result, the thesis in particular is able to answer the
following interrelated questions:

e For a given set of system parameters, which upper bound of the detection-to-notification
delay is met by a given fraction of events?

e For a given set of system parameters, what is the fraction of events that meet a given
upper bound of the detection-to-notification delay?

The obtained quantitative results show that XLMMP works well under given assumptions and
allow to identify the model parameters for which key WSN performance measures show high
sensitivity.

* The most important software and analysis tools applied are described in more detail within the thesis (in particular
in Sections[5.3.4] [5.4.3.T} and[5.5.2).

' Here, verification refers to the process of getting confidence in the statement “the models and their evaluation
are implemented correctly”. For more details on the interpretation of the terms verification and validation used
in the scope of this thesis, see Section@

¥ Throughout this thesis, the term hop count refers to the distance of a node to the closest sink, measured in the
number of required communication hops.




6 1 INTRODUCTION

1.3 Main Contributions

The main contributions of this thesis can be summarized as follows:

1. The thesis combines the research fields of environmental monitoring (with a focus on
the application of forest fire detection), wireless sensor networks, and retrial queues.
State-of-the-art forest fire detection methods are classified by differing human-based and
technical methods, while the latter are further classified according to their location with
respect to the forest (cf. Section [3.3). For WSN-based forest fire detection, the thesis
identifies the lack of tangible lifetime estimations as a major open research issue (cf.
Section [2.I)). The thesis proposes a classification of cross-layer WSN protocols that
apply receiver-based routing. The classification considers the type of packet (data or
control) that is initially transmitted by a sender node and captures whether the protocols
execute receiver initiative determination and/or a receiver contention mechanism (cf.
Sections [2.2]and [B.T). A basic classification of the literature on retrial queueing models
is proposed based on the number of servers, their reliability, and the number of sources
(cf. Section [2.4). Previous works that use retrial queues to model WSNs are shown to
lack investigation of the detection-to-notification delay distribution (cf. Section [2.3).

2. This thesis designs a novel communication protocol, referred to as cross-layer message-
merging protocol (XLMMP). The protocol’s behavior (cf. Section and message
format (cf. Section 4.3.6) is tailored towards the timely and energy-efficient commu-
nication of events within large-scale WSNs applied for long-term environmental event
monitoring. It is shown how the desired functionality, including node localization and
data aggregation, can be achieved without relying on node synchronization, unique node
addresses, and dedicated localization hardware.

3. To proof the feasibility of XLMMP by quantitative evaluation, a variety of evaluation
models is specified. To a large extent, the proposed models are application-independent
and can be applied in a much broader context. This particularly holds for the mathemati-
cal models that are based on retrial queues. For evaluation, all models are implemented—
if available, based on suitable software tools. Different evaluation process variants are
compared, in particular according to their scalability with respect to the size of the un-
derlying state space. The proposed models and their addressed aspects can be briefly
summarized as follows:

o A hop count simulation model is developed to simulate, investigate, and visualize
the random deployment of sensor nodes, the coverage and connectivity achieved,
the formation of hop count rings around the sinks, and the distribution of the nodes’

hop count to the sinks (cf., e.g., Sections 4.3.2.2 [5.7.1] [5.8.2] [5.30] and Figs. 4.14]
and [4.T8).

o A retrial queueing model is obtained to investigate single-hop mean steady-state
performance measures by applying Markovian analysis to the underlying three-
dimensional irreducible continuous-time Markov chain (cf. Sections[5.2]and[5.3).

e Additionally, a three-dimensional reducible continuous-time Markov chain variant
is constructed that allows to derive the distribution of the waiting time of retrying
jobs which is shown to be phase-type distributed under the given assumptions (cf.

Sections[5.4] and [B.2).




1.3 MAaIN CONTRIBUTIONS 7

e An approximate model of the retrying jobs’ waiting time distribution is developed
to increase the numerical evaluation’s scalability in case of large state spaces.

o A single-hop DES model based on colored Petri nets is built to verify the correct-
ness of the numerical single-hop models’ implementation and to serve as input for
developing the approximate model in parameter ranges where numerical analysis

fails due to state-space explosion (cf. Sections[5.3.4}[5.4.3.2] [5.5.2] and [B.7).

e A multi-hop model is built and evaluated using a Monte Carlo experiment. It al-
lows to find the multi-hop detection-to-notification delay distribution based on the
single-hop results and the hop count distribution (cf. Section[5.7).

4, XLMMP is qualitatively evaluated (cf. Section 4.4.1)) based on design principles stated
in related work (cf. [[143] Sec. 3.3]) and by comparing its behavior to the related protocol
XLP (cf. 6,198, 320] or 3} Sec. 10.3])

5. The thesis proposes and discusses several approaches to estimate the nodes’ position
within their hop count ring. These approaches can be used to improve the accuracy
and performance of hop count-based localization and routing methods, respectively (cf.

Sections [4.3.2.5|and [4.3.2.6).

6. The thesis proposes a hex grid-based approach that provides short addresses for ranges
of locations within the monitored area. This keeps the message size small, helps to
identify spatial correlation between data packets, and fosters the merging of messages.
Transformations between the hop count, physical, and grid locations are provided (cf.

Sections and [B.4).

7. The thesis fosters the practical applicability of the proposed protocol and the applied
evaluation methods by attaching importance to deriving and working with realistic envi-
ronmental, WSN, and protocol parameters. For example, this is reflected by the follow-
ing measures:

e The protocol’s design and evaluation is embedded in a realistic forest scenario
which is based on the Neuburg Forest located near Passau, Germany, (cf. Sec-

tions and following).

e The power consumption of typical state-of-the-art radio transceiver hardware is
collected from related work and used for the derivation of lifetime estimations (cf.
Section 4.2.8)).

e State-of-the-art data storage technologies are briefly investigated to estimate real-
istic volumetric storage densities (cf. Section [B.3)).

* Note that [6] proposes the cross-layer module (XLM). According to [320], the publication [6] is a “preliminary
version” of [320], which proposes the cross-layer protocol (XLP). Since the basic mechanisms of XLM and XLP
coincide, publications [6] and [320] are jointly discussed in this thesis. Publications [198] and [3, Sec. 10.3] are
examples of secondary literature that discuss XLM and XLP, respectively.
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1.4 Thesis Structure

Related work on forest fire detection with WSNs, WSN protocols, and finite-source retrial
queues is discussed in Chapter[2]

In Chapter 3] the scenario of early forest fire detection is investigated as a typical example
of environmental event monitoring. Application-specific background is provided and require-
ments for early forest fire detection methods are discussed on the basis of state-of-the art so-
lutions. The chapter also helps to embed the rather theoretical contributions of later chapters
into an accessible application scenario. This further motivates the theoretical contributions by
showing their practical relevance and provides a basis for narrowing the range of investigated
system parameters to relevant scales.

Based on the forest fire scenario, Chapter [ first introduces the basic behavior of XLMMP.
It then presents essential assumptions and basic design decisions the protocol is based on,
before discussing more technical details and carrying out a qualitative evaluation of XLMMP.

Chapter [5| focuses on the quantitative evaluation of the proposed protocol. The single-hop
model is treated in Sections to[5.6] The multi-hop is presented in Section The quan-
titative results are discussed in Section [5.8] and allow to infer suggestions regarding protocol
parameterization and model refinements.

Finally, Chapter [6] concludes the thesis by providing a summary and directions for future
work including a sketch of further research steps towards a testbed implementation of the pro-
posed forest fire-detecting WSN and a brief discussion of the thesis’s impact on the research
landscape.

The thesis is complemented by two appendices. Appendix [A]summarizes the abbreviations,
mathematical notation, and parameters used in this thesis. Finally, bulky illustrations, lengthy
derivations, auxiliary calculations, and secondary discussions are provided in Appendix

A technical report summarizing the experience with software tools gathered while working
on this thesis and providing technical details on the model implementations is projected. The
interested reader is referred to http://wuechner.eu/thesis/ for details. Future research
and developments related to this thesis are also planned to be made available at this Web ad-
dress.



http://wuechner.eu/thesis/

Chapter 2

Related Work

If I have seen further it is by standing on ye sholders of Giants.
— Isaac Newton

The most relevant related publications with respect to this thesis’s main contributions are sum-
marized in this chapter. The thesis is concerned with the long-term environmental monitoring
and event communication using WSNs. In particular, the application area of early forest fire
detection is considered. For evaluating the proposed WSN protocol, stochastic models based
on finite-source retrial queues are developed and applied. The relationship of these topics is
illustrated in Fig.

As a rough indicator of the attention each topic received by the research community, the
approximate number of Google™ Schola hits is provided in Fig. for each topic.

For the four topics highlighted by a star symbol in Fig. [2.1] related work is discussed in
detail in Sections [2.1]to[2.4] The presentation roughly follows the order in which the topics are
tackled in Chapters [3|to[5] (from left to right in Fig. 2.1).

Retrial
Queues

WSN-based Quantitative Modeling of
Forest Fire Detection WSNs using Retrial Queues

Figure 2.1: Relationship of research topics broached in this thesis.

* http://scholar.google.de/|(last accessed: 27 May 2013). Hit numbers given as of 11 April 2013. Search
terms used (from left to right): “environmental monitoring”; “forest fire detection”; “forest fire detection” “wire-
less sensor networks”; “environmental monitoring” “wireless sensor networks”; “wireless sensor networks”;
“retrial queues” “wireless sensor networks”; “retrial queues”. Note that not all hits refer to publications that
actually focus primarily on the respective topic. That is, publications that just mention the respective topics are
also included.

9, <
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Table 2.1: Sensor types suitable for WSN-based forest fire detection

Sensor Type Example References
Temperature [25.137, 181} 156, (158 (184, 216, [284]]
Relative humidity (25,137,181} (158 [184]]
Smoke particles 37,181, 1158 184 [284]]
Optical radiation (visible or IR) 37,1158, 184, [284]
Barometric pressure 25,137, 181]]
Carbon dioxide [158, [184]
Carbon monoxide [158]]
Methyl chloride [158]]
Wind speed [158]]
Passive microwave [158]]

2.1 Forest-Fire Detection with WSNs

The detection of forest fires is an application example that is mentioned frequently in literature
on WSNs (e.g., in [4], [360, p. 297], [143] p. 3], [305], [318 p. 17], [52], [3 p. 21]). In the
following, concrete proposals in this direction are surveyed by focusing on WSNs with immo-
bile sensor nodes. Alternative forest fire detection methods are briefly discussed in Chapter [3]
which is dedicated to motivating and introducing the application scenario of forest fires and
early forest fire detection.

A significant number] of publications explicitly tackles the topic of wild- and forest fire
detection and monitoring using WSNs. Surveys of this research are provided in [31, Sec. 3]
(up to year 2008), [24} Sec. 2], [26l Sec. 3.2.1], and [25| Sec. 2] (all up to year 2010). More
recent publications include [37, 1381169, 70, 134} 1571176, 186, 216, 284, 306].

In [[17,137, 138,155,169, [70, 81, [115 156 184} 216} 284], the basic applicability of WSNs for
forest fire detection is shown by outdoor experiments with a relatively small number of nodeﬂ
Most commonly, the detection is based on temperature and humidity sensors. A list of more
sensor types used or suggested for forest fire detection and monitoring is provided in Table[2.1]
The sensor nodes had direct contact to flames in [[17, 81, 216]]. These works indicate that a
trade-off is needed between investing effort to insulate the nodes (cf. [17]) and considering
them as dispensable (cf. [216]). The former approach increases the nodes’ size, production
complexity, and cost while decreasing the nodes’ sensitivity and consequently its sensing range.
Hence, it likely increases the required node density. When following the latter approach, the
nodes need to be cheap, environment-friendly or even compostable/biodegradable, and easily
(re-)deployable. In any case, due to the relatively small sensing range and resulting large
number of nodes required, the practicability of approaches based on high-end sensors that are
laboriously installed manually in tree crowns (as proposed in, e.g., [184]), stands to reason.

Some publications, including [24} 25} 37, [119, 186, 213l [356]], also tackle networking as-
pects, i.e., the formation of a network topology and the communication of sensor readings
or detected forest fire events to the operator. None of these publications, however, give ex-

* At least 50 publications in English between 2003 and April 2013.
T Up to 44 nodes in [156].
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plicit lifetime estimations considering the trade-off between node size, communication de-
lay, and energy efficiency. In particular, most solutions assume—often implicitly—that all
nodes have unique IDs, are time-synchronized, and their location is known to themselves
and/or the operator. However, the hardware and energy requirements for achieving these prop-
erties are usually not discussed in these works. A significant portion of publications (e.g.,
[137, 155 1186, 187} 2851 1356 1357]]) use, or suggest to use, a combination of the IEEE 802.15.4
(cf. [127]) and ZigBee (cf. [364]) protocol standards, stressing their energy efficiency. In
[213], flat and clustered communication topologies are briefly compared in the context of for-
est fire-detecting WSNs. The authors conclude that clustering should be preferred because in
flat topologies, nodes closer to the sink deplete their energy more quickly. Several publica-
tions on fire-detecting WSNs (e.g., [24} 25, (119} 134, 186/ 306l [353| 356, 1357])) also prefer a
clustered topology.

In contrast to related work, this thesis avoids the IEEE 802.15.4 standard mainly due to the
following two reasons.

o IEEE 802.15.4 relies on node addresses. Each device has a globally unique 64 bit ad-
dress. Depending on the topology, a shorter, locally unique 16bit address may be ne-
gotiated for each device. As discussed in Section 4.2.15] using such addresses would
add significant overhead in terms of message length and address maintenance| in the
scenario discussed by this thesis. Instead, this thesis follows the paradigm shift from
node-centric (i.e., address-based) to data-centric networking (cf. [143, Ch. 12], [82,
Ch. 11], [3} Sec. 7.2]) by fully avoiding the need for node IDs or addresses.

e IEEE 802.15.4 aims at duty cycles down to approximately 1% (see [130, p. 205], [360,
p. 681, 318, p. 127f], [3, p. 114]), i.e., the nodes’ transceivers are assumed to be active
more than 1% of time. As discussed in Section [4.2.8] this thesis aims at duty cycles in
the order of 0.04%.

The approach chosen by this thesis also avoids the use of clustering in the investigated ap-
plication scenario in particular due to the following reasons. Because of their additional duties,
cluster heads require more energy than non-head nodes (cf. [318, p. 251]). If the cluster heads
are chosen statically, they need to be provided with significantly more power and probably
also additional processing, radio, and memory resources. This introduces node heterogeneity,
complicates deployment, and increases the chance of single points of failures. In particular, it
should be easier to replace depleted nodes that are located close to a usually deterministically
placed sink than re-deploying cluster head nodes at random locations within the monitored
area. If, on the other hand, the cluster heads are chosen dynamically, the overhead of cluster
head election, cluster formation, and cluster maintenance is considered disproportional to the
low rate of events that need to be reported in the investigated application scenario.

In summary, this thesis investigates—in contrast to related work on WSN-based early for-
est fire detection—protocol approaches that are applicable for large-scale networks where the
nodes are not provided with unique IDs, no effort is invested for keeping the network time
synchronized or clustered, and node localization is achieved by the protocol itself. Here, the

* For example, the negotiation of locally unique addresses and the resolution of address conflicts, the hardware
and energy costs for providing and using globally unique addresses, and the computation needed by sensors to
maintain lists of addresses, like routing tables.
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lifetime of the network, the size and cost of the nodes, and the achieved communication delay
are considered as the major design parameters in the application scenario of early forest fire
detection.

2.2 WSN Communication Protocols for Environmental Event
Monitoring

The literature on wireless sensor networks is extensive, diverse, and rich. Up to todayﬂ the
two early surveys by Ian F. Akyildiz et al., [4] and [5], received more than 10100 and 10180
citationsﬂ respectively. There are several scholarly books (including [3. 82} [143}1147.1203} 237,
293/1318, 1354} 1360]) and PhD theses (e.g., [108} 125,226, 328|340, 348]]) that focus on WSNss.
Further surveys on WSNs in general include [9, 35197, 142,233} 309, 324} 350]. A significant
number of surveys address specific aspects of WSNs, e.g., applications (e.g., 8,118} 26,131 185,
221]]), multimedia (e.g., [272]), transport protocols (e.g., [323]]), addressing (e.g., [316}349]),
routing and clustering (e.g., [l [7} 184} (112, [352]), medium access control (MAC) protocols
(e.g., [30L (73} [78] [124]), time/clock synchronization (e.g., [168] 239, 282, 296]]), in-network
processing (e.g., [162,1358]]), connectivity (e.g., [363]]), coverage (e.g., [212} 322} 363]), sensor
selection (e.g., [251]), localizatiorﬂ (e.g., [15) 132, 48] 162, [71) 185} 110} 178l 225} 287, 1325]]),
lifetime (e.g., [75]), energy sources (e.g., [250L 289, [294]), security (e.g., [60, 118 190, 211,
2731287, 1321} [351])), fault tolerance (e.g., [208]), congestion control (e.g., [136]]), debugging
(e.g., [266]), real deployments (e.g., [52]]), node mobility (e.g., [15} [78]), operating systems
(e.g., [79]), or self-organization (e.g., [83]]). In particular, the authors of [221] survey WSN
solutions proposed for the application of environmental monitoring. They emphasize that real
deployments so far consist of tens to hundreds of nodes. To achieve the required network life-
time, the involved communication protocol architecture needs to be optimized with respect to
energy efficiency. Recent research, including [3, Ch. 10] and the references therein, concludes
that cross-layer designs of application-aware communication protocols—despite usually also
having disadvantages, like decreased modularity, robustness, reusability, stability, and main-
tainability (cf. [166} [198]])—are able to achieve a significantly higher energy efficiency than
layered approaches. Based on this insight, several cross-layer communication protocols have
been proposed for WSNss in the last years. Prominent ones are collected, surveyed, and classi-
fied in, e.g., [[198], [166) Sec. 4.2], [96], and [199].

Receiver-based routing (cf. [6L1139,1198}1320], 3} p. 225]) is such a cross-layer approach. It
combines (at least) the MAC and network layer of the classical seven-layer ISO/OSI (cf. [304),
p- 28]) or five-layer Internet (cf. [[165, p. 48]) protocol stacks. Receiver-based routing is also
called receiver-oriented routing/forwarding (cf. [90]), opportunistic routing/forwarding (cf.
[29, 42| [148| 149, [150, 260, 1328l 1329 347, [362])), passive routing (ct. [283l]), (MAC-layer)
anycast routing/forwarding (cf. [163, 189, 148, (149} 150, 151} 163} [183) 223} 328 329, 347]], [3}
p. 225]), or anypath routing (cf. [260]). Note that there are (mostly author-specific) differences
in interpreting the terminology. while all papers roughly follow the same idea, the properties of
the actually used mechanisms vary. In contrast to classical protocols that are tailored towards
wired communication, receiver-based routing exploits the broadcast character of the wireless

* April 2013.

T According to Google™ Scholar (http: //scholar.google.de/| last accessed: 27 May 2013).

¥ Node localization is discussed in more detail in Section where also different techniques proposed in
related work are discussed with respect to their suitability in this thesis’s application scenario.
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air interface. Its strength is that a sender does not need to be aware of the recipient before
initiating the connection. Instead, it broadcasts the message (or first control packet of the
handshake) to all of its neighbors. The neighbors then negotiate who will act as recipient. This
negotiation is often achieved in two steps. First, each neighbor decides whether it is able to
suitably contribute to the communication at all. This binary decision is usually denoted as
(receiver) initiative determination or assessment (cf. [6, |90, 198, 320]]). Often, the decision
is mainly based on the receiver’s location[] but it may also include further threshold metrics,
like the neighbor’s remaining energy, message buffer and traffic status, or signal-to-noise ratio
(SNR) of the received packet (cf. [6} (198 320]). In a second step, all neighbors that consider
themselves as suitable receiver candidates perform a receiver contention mechanisrrm (cf. |6,
90, (13911198l 2831320, 1347, 1365, 366l], [3, p. 225]), which is usually implemented in form of a
back-off mechanism. That is, the receiver candidates respond after some delay whose duration
is calculated by each receiver candidate based on its local situation (like location, energy status,
signal-to-noise ratio (SNR), or utilization). The neighbor that responds first is then chosen as
recipient. The approach deals well with unstable network topologies, which change frequently
due to, e.g., the nodes’ active/sleep periods (cf. [149]]) and variable radio conditions (cf. [362]).

In Tables to of Appendix Section [B.1} an extensive overview of previously pro-
posed receiver contention-based, anycast, and/or opportunistic routing protocols is provided.
A more compact representation is provided by Table [2.2]

Table 2.2: Related work on protocols based on receiver-based routing (e =yes, o =no;
RID=receiver initiative determination, RCM=receiver contention mechanism)

Receivers Perform

References Year Initial Class
Sender Packet RID RCM

206 2001 DATA 3 ° .
[44] 2003 CONTROL 1 . .
13631 1366] 2003 CONTROL or DATA lor3 ° .
163] 2004 not discussed ? o °
2831 2004 CONTROL 1 ° .
142] 2005 DATA 3 . .
[6][1981[3201, (3] Sec. 10.3]F  2006-2010 CONTROL 1 . .
(1631 2006 CON;J‘;?;{‘;’;;“ d?l’:"“a' lor2 o o
69 2007 O pport nformion 2 . .
{831 2007 CONTROL 1 . .
27 231291 2008-2010 DATA (CONTROL as variant) 3(1) ° .
{148) [149] [T501 [T51) 2008-2011 CONTROL 1 . °
223 2008 CONTROL 1 . °
[260) 2009 DATA 3 . .
[139] 2010 CONTROL 1 ° .
347 2010 CONTROL 1 . .
[3281329] 2011 CONTROL 1 . °
(0] 2012 CONTROL 1 . .

* That is, the neighbor only acts as receiver if it is closer to the destination than the sender. This decision can be
based on geographical or topological location of the nodes.

T More seldom, receiver contention is also referred to as relay self-selection (cf. [29]).

¥ Note that [6] proposes the cross-layer module (XLM). According to [320], publication [6] is a “preliminary
version” of [320]], which proposes the cross-layer protocol (XLP). Since the basic mechanisms of XLM and
XLP coincide, [6] and [320] are jointly discussed in this thesis. Publications [198] and [3} Sec. 10.3] constitute
secondary literature that discusses XLM and XLP, respectively.
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This thesis partitions the listed protocols into three classes:

1. Class-1 protocols where the sender initially sends a control packet that is not foreseen to
contain application layer data (e.g., [44]]; [63]; [283]]; [6L 198} 3201, [3, Sec. 10.3]; [183];
(148l 149, 150, [151]; [223]]; [139]]; [3471]; [3281329]; [90]).

2. Class-2 protocols where the sender initially sends a control packet that may be enriched
with some application layer data (e.g., [163]]; [89]).

3. Class-3 protocols where the sender initially may send a data packet that comprises all
relevant application layer data (e.g., [206]; [365,1366]; [42]; [27, 28, 29]]; [260]).

Class-1 and Class-2 protocols determine the next-hop node before sending the data packet.
The data packet is then sent to the selected next-hop node in a unicast manner, expecting that
the radio conditions do not change significantly and the selected node is still reachable. For
this unicasting, the selected receiver needs to be uniquely identifiable—either by providing
(locally) unique addresses or by knowing its location with sufficiently fine granularity, i.e.,
such that two nodes do not share the same location. The control packets (usually denoted as
request-to-send (RTS) and clear-to-send (CTS) packets) employed by these protocols are also
used to tackle the hidden-node problem (cf. [3} p. 81]).

When using a Class-3 protocol, the receiver is selected after the data packet has been
sent. Hence, only receiver candidates that actually received the data packet correctly will offer
themselves as next hop. Additionally, Class-3 protocols in principle allow the set of receiver
candidates to additionally consider the full application layer data when calculating their indi-
vidual back-off delay. Hence, receiver candidates that already hold similar packets can adver-
tise themselves (by keeping their back-off delay short), since they are able to merge the packets
by aggregating correlated data. The decrease in the number of data packets that results from
this aggregation can lead to a significant reduction in traffic and energy consumption. This
advantage, however, is not exploited by most Class-3 protocols. The given Class-3 protocols
show the following properties.

e The authors of [206] focus on developing custom tools and models for evaluating high-
density, energy-conscious sensor networks. The address-free multi-hop protocol used in
the evaluations is described roughly only. Although the full application data is available
to the set of potential receivers, the receiver contention is only based on the receivers’
distance to the sink. In particular, aggregation of packets is not foreseen. Moreover, the
evaluation focuses on the sensor network’s energy efficiency. The end-to-end delay is
not discussed.

e In [365) 366], the receiver contention-based geographic random forwarding (GeRaF)
is proposed. While the authors also foresee the use of using data packets only, their
main discussion is focused on an RTS/CTS-based (Class-1) approach, which—as dis-
cussed above—needs some means for uniquely addressing the selected next hop in the
data packet. Including application layer data when calculating the back-off delay is not
foreseen. Instead, the selection of the next hop is solely based on its geographic location
in relation to the sender and the destination node, whose location always needs to be
included in the packets. The authors additionally suggest to use dual-radio transceivers
to prevent packet collisions by sending additional busy tones. This, however comes with
significant energy and hardware costs.
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e The ExOR protocol proposed in [42]] is tailored towards maximizing the throughput.
While the receivers content for being the next hop, their preferred order is specified in a
priority list sent by the source node together with the data. This priority list is constructed
by the source node based on the involved links’ delivery probability. Hence, all nodes
need to be uniquely identifiable and aware of the complete set of inter-node loss rates.
Communicating this link state information to all nodes and keeping it up to date comes
with significant overhead. Additionally, the number of potential receivers needs to be
limited to keep the length of the priority list and the costs for agreement communication
low. Moreover, packets are sent in batches and the receiver contention mechanism is only
used for 90% of a batch’s packets. The remaining 10% are sent using traditional routing.
Hence, the full functionality of traditional routing (including unique addresses, routing
tables, etc.) needs to be provided in addition to the EXOR functionality. Furthermore,
[42] does not consider data packet aggregation.

e In the protocol proposed in [27} 28} 29], all receivers start to answer simultaneously after
the sender broadcasted the data to its neighbors. The answer consists of an individual
signaling burst that encodes the rank (most significant bit first) of the corresponding
neighbor. The neighbor that sends the first unique bit is determined as receiver. The rank
of the neighbors is determined based on the nodes’ location or distance progress only.
Aggregation of data packets is not foreseen.

e The approach chosen by [260] is quite similar to ExOR (cf. [42]). Again, the sender
sends a priority list of uniquely identifiable receivers within the data packet. In contrast
to [42]], the focus of [260] is set on energy-efficient data gathering instead of throughput
improvement. In [260], however, all potential receivers are expected to acknowledge all
data packets. The sender again needs to be aware of its uniquely identifiable neighbors
and the transmission costs associated to them. Data packet aggregation is not considered.

In this thesis, to design the novel energy-efficient WSN communication protocol XLMMP
suitable for long-term and timely environmental monitoring, a single-radio cross-layer ap-
proach is chosen, where the employed receiver-based routing applies initiative determination
and receiver contention (comparable to [44]]; [42]); [6L 198} 1320] and [3, Sec. 10.3]; [[163]; [89];
[L83]; [2601]; [347]; [90]). Similar to all of these works, the neighbors’ location plays a major
role in determining the receiver initiative or receiver contention back-off delay in XLMMP.
However, in contrast most of these works, XLMMP uses topological location{]instead of ge-
ographical locations. This avoids the situation where messages are routed into dead ends,
where a sender cannot find a neighbor which is geographically closer to the sink. Topological
locations are also used by [42,[163)260]. More precisely, [42] and [260] use an expected trans-
mission count metric which includes the number of hops to the sink and the expected number
of retransmissions. This, however, requires all nodes to be aware of the inter-node loss rates
of the network which requires frequent flooding of link state information updates. Therefore,
similar to [[163]], only hop count information is used by XLMMP. In contrast to [163]], how-
ever, XLMMP does not rely on transmission power control, node IDs, and RTS/CTS control
packets. Moreover, XLMMP uses the receiver contention’s back-off delay to favor nodes with
mergeable data, more remaining energy, and less buffer utilization. Further information can be

* That is, XLMMP uses the nodes’ position in the WSN’s communication topology which is reflected in the nodes’
hop count value.
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included, for example, more fine-grained information on the receiver’s location, if available,
and event priorities or event dimensions.

Similar to the Class-3 protocols, the sender in XLMMP immediately sends a data packet
to provide the necessary data to the neighbors before receiver contention is carried out. While
this approach is susceptible to the hidden-node problem, it is shown in Section 4.3.6] that the
size of the data packet used in this thesis is very small (less than 70bit). Hence, a colliding
data packet does not result in significantly more overhead than a colliding control packet. On
the contrary, due to the reduction of overhead by avoiding these control packets, the proposed
protocol utilizes the wireless channel less and the packet collision probability can hence be
expected to decrease. By immediately sending the data packet, the overall delay decreases in
comparison to the RTS/CTS-based Class-1 and Class-2 protocols[’|

Finally, destination addresses or locations are used explicitly in, e.g., [|6,198} 128311320, 365,
366] and [3} Sec. 10.3]. In the application scenario tackled by this thesis, however, application
data is always addressed to any sink node. Hence, additional overhead can be avoided by
refraining to add destination addresses or locations to the data message headers of XLMMP.

2.3 Quantitative Modeling of WSNs Using Retrial Queues

Due to the unreliability of the wireless channel and due to the uncoordinated duty cycles of
the nodes in combination with the receiver contention-based communication protocol, a sender
likely fails to forward a packet immediately. Instead, a sender usually needs to conduct several
retrials before a next-hop node is found. Moreover, a sender is not immediately aware of an
awakening next-hop node. Retrial queues hence appear to be a self-evident formalism for
modeling this mechanism. However, there is only a small number of publications that actually
apply retrial queues for the modeling of WSNs. These are discussed in this section.

To the best knowledge of the author, [335]0 is the first publication that explicitly men-
tions the possible application of retrial queues for modeling WSNs. The paper focuses on the
investigation of finite-source multi-server retrial queues with balking, impatience, and orbital
search. It, however, does not conduct an evaluation of WSNs by itself.

The workshop paper [336]0 appears to be the first publication that actually evaluates a
receiver contention-based WSN scenario by the help of the finite-source retrial queue modeling
formalism. The paper focuses on a single hop within the multi-hop WSN only. Moreover, only
mean performance measures are obtained using Markovian analysis provided by the MOSEL-2
tooﬂ It additionally considers the case where the orbit is unreliable (i.e., a node that holds
a data packet might switch to sleep mode) and a configurable probability that a node gets
informed if a next-hop node changes its state from busy to idle (orbital search).

The author of [[76] presents an infinite-source priority retrial queueing model that com-
prises an ordinary (first-come-first-served) queue that is used by high-priority jobs, an orbit
that is used by low-priority jobs, and a single server with vacations. Using this model, mean
performance measures are derived. Referring to [336]Q , the author considers WSNs to be a
possible application which can be evaluated by the proposed model.

*

This can be shown by comparing the message sequence charts of the proposed XLMMP and, e.g., XLP (cf. [6l
1981 13201, [3l Sec. 10.3]), which is a RTS/CTS-based Class-1 cross-layer receiver contention protocol. The
comparison is provided in Section

T References to publications (co-)authored by the author of this thesis are marked with O .

¥ More information on the MOSEL-2 tool is provided in Section
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The authors of [51]] adopt and partly merge the ideas presented in [336]" and [76]. While
still considering a single-server priority retrial queue and focusing on mean performance mea-
sures (obtained using the MOSEL tool), a finite number of sources is assumed.

Without explicitly referring to the concept of retrial queues, Wang (cf. [328]] and the com-
panion paper [329]) recently proposes a generic framework for the modeling and evaluation
of a large class of WSN MAC and routing protocols. Wang also uses this framework to ex-
emplarily investigate an anycast protocol variant. The inclusion of additional protocol varia-
tions, however, appears to involve significant effort, since it requires to respecify large parts
of the model. The single-hop models used by Wang are based on discrete-time Markov chains
(DTMCs). One drawback of the DTMC-based approach is the need for selecting a suitable
time unit. For this, a trade-off between model complexity and accuracy is needed. The smaller
the time unit is chosen, the more states are needed to model the same duration. In both works,
the aggregation of messages is not foreseen. This is reflected in two ways. First, an infinite-
source model is applied, i.e., the arrival process of distinct messages is not dependent on the
number of messages already known to the node under investigation, as long as the node is not
full. Second, the investigated anycast protocol uses beacon messages to inform next-hop nodes
of a sender’s desire to forward data. These beacon message do not contain information that
supports aggregation. The considered retrials are node-centric, i.e., at each point in time, each
node maintains a single retrial process only. Hence, the overall rate of retrials generated by a
node is independent of the number of messages stored at the node. The retrials are reflected
by a phase-type (PH) service process. This requires to set an upper limit of retrials in order
to limit the size of the model’s state space. While the model’s scalability is not discussed in
detail, a maximum of three retrials is considered as typical in [328, p. 69]. The duty cycles
are considered together with other factors (like channel noise and packet collisions) in form of
a transmission success probability parameter. A two-dimensional Markov chain is then suffi-
cient to describe the underlying stochastic process, where one dimension is used to model the
number of messages in the node and the second dimension models the state of the PH service
process. Calculating the transmission success probability, however, turns out to be complex (cf.
[328, Sec. 3.6.3]). In particular, it depends on steady-state results of the model, i.e., the model
needs to be evaluated iteratively until the results converge. The obtainable results include the
distribution of the single-hop delay. In contrast to [336]{'; , [[76], and [51]], Wang additionally in-
vestigates the multi-hop end-to-end delay distribution of communicating the data between two
nodes of the network. For this, Wang assumes that each node maintains a probabilistic routing
table, i.e., the packets are forwarded to the neighbors according to the probabilities specified in
the routing table. In case of random deployment, Wang uses fine-grained location information
to identify the nodes. For the anycast protocol, the routing probabilities are calculated by con-
sidering each neighbor’s probability to be available when the sender transmits its request. The
end-to-end delay distribution from any source node to the sink is obtained in dependence of the
node’s distance from the sink via iterative convolution (cf. [328, Eq. (3.37)]) of the single-hop
delay distribution. The scalability of this approach is not discussed in detail. For a setup with
approximately five hops from source to sink, the calculation of the probability that a certain
end-to-end delay bound is met takes up to approximately 20 seconds for each combination of
parameter values and delay bound. Wang additionally distinguishes between end-to-end delay
and event detection delay, where the latter assumes that several messages need to be received
by the sink to allow the detection of the event.
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This thesis quantitatively evaluates the proposed protocol (XLMMP) in a large-scale ap-
plication scenario, where 10° nodes communicate to multiple sinks via up to approximately
80 hops. Similar to [328]], this thesis splits the investigation into a single-hop and a multi-hop
model. For the single-hop model, this thesis uses models based on finite-source retrial queues
with unreliable servers. In contrast to [@]m , [76]], and [51]], this thesis considers not only the
mean performance measures but also the distribution of the mean response time. The derivation
of the distribution of the multi-hop end-to-end delay in the presence of additional mechanisms
(unreliable orbit and orbital search) discussed in U is considered as future work in this
thesis. Moreover, the models proposed in [76] and [51]] are not applicable, since they focus on
single-server retrial queues. Further related work on finite-source retrial queues with unreliable
servers that is not tailored towards the WSN application scenario is discussed in Section[2.4] In
contrast to the DTMC-based single-hop model suggested in [328]], this thesis uses a continuous
time parameter. Hence, the size of the state space is independent of the selected time unit. By
using the retrial queue approach, the size of the state space is also independent of the number
of retrials. In further contrast to [328], the retrials considered in this thesis are message-centric,
i.e., each message conducts its individual retrial process. The model presented in this thesis
explicitly models the duty cycles of the sensor nodes. Hence, an iterative process to obtain
transmission success probabilities, as followed by [328]], is not needed. To obtain the distri-
bution of the multi-hop end-to-end delay in face of the application scenario’s large scale, this
thesis, in contrast to [328]], refrains from using iterative convolution for scalability reasons.
Instead, a numerical approach based on a Monte Carlo experiment is applied.

2.4 Retrial Queues

The single-hop model presented in this thesis is based on the modeling formalism of retrial
queues. In the last two decades, significant effort was invested by the research community
to investigate this class of queueing models—not only because of their non-triviality, but
also because of their broad applicability, e.g., for the evaluation of communication networks.
Overviews of literature on the theory of retrial queues and their practical application is pro-
vided in the books [88]], the bibliographies 211 22]], and the surveys mentioned therein.
The literature on retrial queues can be classified in a large variety of dimensions. Figure [2.2]

a|dipinw
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Figure 2.2: Rough classification of literature on retrial queues.
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illustrates the three dimensions that are considered as the most relevant in this thesis. As moti-
vated in detail in Section[5.2] this thesis focuses on the discussion of finite-source retrial queues
with multiple, unreliable servers. There are several related papers that fall into this category,
including [45, 147,199, 100, 101} 102} 2461 247, 1300, 301] and [333, 336]6 . These papers focus
on different additional variants of the model, e.g., including heterogeneous servers with dif-
ferent server selection strategies, simultaneous breakdowns, unreliable orbit, or orbital search.
All these papers, however, only investigate mean performance measures.

The approach chosen in this thesis additionally aims at investigating the distribution of the
response time. For this, the distribution of the waiting time of orbit-visiting jobs is derived. The
chosen approach involves the Method of Phases (cf. [169] Part II]) and can be seen as a gen-
eralization of the approach applied in [88| Sec. 4.3], where the distribution of the waiting time
of a finite-source multi-server retrial queue is obtained under the assumption that the servers
are reliable. Furthermore, this thesis proposes a closed-form approximation of the waiting time
distribution, which can be calculated based solely on model parameters and mean performance
measures. In case of large state spaces, the approximation reduces the computational effort
significantly. To the best knowledge of the author, this approach has not been taken before.
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Chapter 3

Early Forest Fire Detection

[...] climate is changing and [...] these changes are in large part caused by
human activities.
— America’s Climate Choices [[12} p. 1]

This thesis proposes and evaluates a WSN protocol that is tailored towards the long-term en-
vironmental monitoring of rare events. As an illustrative application example of such a WSN,
the scenario of early forest fire detection is selected. Early forest fire detection is considered
to be a suitable application scenario for the investigated class of WSNs since it requires long-
term and wide-area surveillance, tiny nodes, and hence energy-efficient implementation, the
fire events to be monitored occur (hopefully) rarely, and the operators expect a timely detection
and reporting of those events. Forest fire detection also is of ongoing interest and is one of
several application examples of WSNs that is mentioned frequently in WSN-related literature.
However, as discussed in Section[2.1] large-scale and durable WSN-based implementations are
not yet available. Hence, this thesis also contributes to answering the question whether WSN’s
are indeed suitable for carrying out forest fire detection. Based on the selected application sce-
nario, practical and realistic parameters—e.g., size of covered area, sensor range, transmission
range, sensor size, energy storage capacity, mean number of hops—can be determined in later
chapters. The protocol’s evaluation focuses then on this parameter range.

The aim of this chapter is to provide basic background information on forest fires and an
overview on state-of-the-art detection methods.

3.1 Motivational Background

Forests are considered to be among the most important natural biospheres and resources (cf.
[[134,[186]). They not only constitute an essential factor for regulating the global ecological bal-
ance (cf. [134]), but also represent the basis of existence of a large variety of floral and faunal
species (cf. [69][306]]). In general], forest fires harbor the risk of high ecologic, economic, and
social damage. They do not only pose a direct and indirectlﬂ thread to the fauna and flora resid-

* In specific cases, the disturbance caused by forest fires may also feature positive aspects, for example, re-

juvenation of the population, promoting species that have adopted to fires, and fostering biodiversity (cf.
[490 (11311231196l 319]).
T For example, a forest that is weakened by fire is also more susceptible to pests (cf. [123 [161]).
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ing in the forest, but also endanger fire fighters and humans living in the forest’s vicinity[} may
destroy properties, wood resources, recreational areas, and harvests, and may lead to decreased
water quality and tourism, increased erosion and floods, and significant monetary cost for fire
detection, fire fighting, salvage, and site rehabilitation (cf. [49, 113|123} 186,196, [216]).

Currently, wildfires are “most prominent in savannas, Mediterranean woodlands, and boreal
forests” [113, p. 21]. In 2010, the most affected European countries were Portugal, Spain,
France, Italy, and Greece (see [264, p. 8]). In 2010 and 2011, Germany experienced onlyﬂ 780
and 888 forest fires, resulting in 522 ha and 214 ha of forest burned and an estimated economic
damage of 1.2 and 0.9 million Euro, according to [264} p. 38] and [265] p. 38-39], respectively.

However, the number and severity of forest fires as well as their regional distribution might
change significantly in future due to global warming. The authors of [12] state that “climate
change is occurring, is caused largely by human activities, and poses significant risks for—and
in many cases is already affecting—a broad range of human and natural systems. [...] Most
of the warming over the last several decades can be attributed to human activities that release
carbon dioxide (CO2) and other heat-trapping greenhouse gases (GHGs) into the atmosphere”
[12) p. 3]. Forest fires are assumed to be correlated to global warming in two ways. First,
it is expected that the number and severity of forest fires increase with global warming (see,
e.g., [229]], [120], [113], [49], [254], [339]). Vice versa, experts suppose that the emissions
caused by forest fires abet global warming (see, e.g., [49], [120], [113l], [238], [269])). The self-
reinforcing process resulting from this positive feedback loop indicates that countermeasures
against (unplanned) forest and wildfires are of increasing interest in future.

The European Commission collaborates with national authorities to reduce the impact of
forest fires by “launching yearly awareness-raising campaigns, using early fire detection tools,
carrying out forest fire prevention measures [...], forecasting and assessing fire danger, and
last but not least, by developing further fire research activities” [264, p. 7]. But, “basic forest
fire prevention measures [...], including awareness-raising campaigns and training of those
involved in the forest fire issue, are [... ] not always as effective as they could be, in particular
in Mediterranean high risk areas” [264] p. 7]. Thus, early fire detection methods remain an
important tool to curtail forest fires. Starting with Section [3.3] this thesis focuses on these.

3.2 Causes and Classes of Forest Fires

To be able to decide on suitability of detection methods, some basic understanding of forest fire
properties is needed. There are, in principle, three main factors that determine the occurrence
and evolution of forest fires: weather/climate, fuels, and ignitions (see, e.g., [50} 234]).

For selected European countries and year 2011, Fig. illustrates the percentagelﬂ of the
main causes for forest fire ignitions. The data used for the figure is extracted from [2635] and
classified into unknown causes, natural causes (includes lightning), and human-caused fires
initiated by arsonists or negligenceﬁ Unfortunately, the causes are unknown for the majority

Note that the decrease of air quality caused by severe fires may increase the mortality of weak humans—e.g.,

elderly, ill, unborn, and infants—in a relatively large area (cf. [123}[1835]).

T In comparison to, e.g., Portugal (2010: 22026 fires (133090ha); 2011: 25221 fires (73813 ha)) and Spain (2010:
11475 fires (54770ha); 2011: 16028 fires (84490ha)), according to [264} 265].

¥ With respect to the number (not size) of fires.

§ Includes accidental fires, e.g., caused by agricultural and forestry activities, hikers’ fire places, cigarettes, trans-

port systems, power lines, etc.
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Figure 3.1: Proportionate fire causes for selected European countries in 2011.

of fires. According to [265] p. 77], the lack of this knowledge is still hampering the detailed
comprehension of forest fires. Figure 3.1 shows that most fires for which the cause is known
are caused by negligence. In Europe, only a very small fraction of fires is attributed to natural
causes, like lightning.

There are basically three classes of forest fires (cf. p. 31, p. 400-403], [114],
[161), Sec. 1.1], [295, Sec. 2.11): surface fires, crown fires, and ground fires. Most human-
caused fires start as surface fires, where dry fine fuel{’ are usually ignited first. According to
[249] p. 29] and [[72} p. 6], those fine fuels are also the primary reason for the fire’s spread.

Crown fires are less common than surface fires, since they usually require a severe surface
fire for igniﬁmﬂ and support (cf. [271} p. 4]). Without surface fire support, crown fires usu-
ally spread only given enough aridity, terrain slope, and wind (cf. p. 4]). Crown fires,
however, are usually far more difficult to control than surface fires (cf. [271} p. 1]).

Ground ﬁresﬂ are usually invisible fires that smolder slowly below the surface, making them
hard to detect and control (cf. [295] Sec. 2.1], [256]). They may damage tree roots (cf. [293]
Sec. 2.1]) and re-ignite surface fires even after long periodsﬁ Like crown fires, they are usually
caused by an active surface fire (cf. p. 3D).

From the point of view of the behavior of forest fires, it is hence advisable to sense the
environment close to the ground to achieve an early detection.

* Like needles, moss, thin twigs (cf. p- SD.

T Via so-called ladder fuels—Ilike bushes, shrubs, dead branches, needle drape, and understory trees—that allow
the fire to cross the gap between ground level fuels and the canopy (see, e.g., p. 6], [106] p. 7,10)).

¥ For a clearer distinction from surface fires, ground fires are also referred to as subsurface fires or peat fires (cf.
(114L 1231 T610).

§ Months or even years in the presence of coal (cf. [293] Sec. 2.1.2]).
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Early Forest Fire Detection Methods

Human Observer Technical Solutions
Mobile . . Stationary Long Rfmge Medium Range Short Range
(e.g., by foot, car, aerial vehicle) (e.g., on fire tower) (Satellite) (WSNs)
Mobile Stationary

Geostationary Low Earth Orbit

(Aerial Vehicle) (Camera)

Figure 3.2: Classification of early forest fire detection methods.

3.3 Early Forest Fire Detection Methods

Tackling these requirements, several early fire detection methods have been investigated and
partly established in the past. This thesis suggests a classification of the most prominent meth-
ods following Figure Starting with the traditional approach involving human observers,
these methods are discussed in Sections and[3.3.3]

3.3.1 Basic Requirements

Usually, extinguishing forest fires would be easiest in their earliest stage when they are still
small. Hence, the main goal of early fire detection methods is detecting, by investing reasonable
effort, a starting fire and its location as early as possible.

To achieve this goal and to make the detection method attractive to land owners, the fol-
lowing properties are primarily significant:

e Spatial Resolution: This thesis treats two aspects of spatial resolution. The detection
resolution refers to the minimum fire size that is required (in the mean) for the observer[|
being able to detect the fire event. On the other hand, the term reporting resolution refers
to the accuracy of event location information provided to the operator.

e Delay: The time between the start of the fire and the notification of the operators (e.g.,
firefighters) is referred to as event-fo-notification delay (T,y,) in the following. This delay
should lie in the order of a few minute{f] and can be split into the event-to-detection
delay (7,,4; time between start of fire and detection of the fire by the first observer)
and the detection-to-notification delay (T;,,; time needed to communicate the detected
event to the operator). While the latter delay mainly depends on the communication
infrastructure and protocols used, the event-to-detection delay is mainly determined by
the sensors’ location, spatial resolution, and sampling frequency. More precisely, the

* In the following, two roles are differentiated: the observer and the operator. The observer is the entity (human
or technical sensing device) that detects the event (or at least the relevant information that allows the operator
to decide whether an event happened) and reports it to the operator. The operator (e.g., the responsible fire
department or land owner) coordinates the monitoring and, in case of a fire event, initiates appropriate counter
measures.

T According to [24], the National Oceanic and Atmospheric Administration of the United States Department of
Commerce suggests a maximum of 6 min.
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event-to-detection delay can be seen as being composed of an event-to-detectable delay
(T24; the event grows and/or moves such that it can be detected by some observer) and
an detectable-to-detection delay (T,,4; a observer samples the environment and actually
detects the event).

e Cost: Trivial solutiong*|that meet the given spatial resolution and delay requirements are
rendered infeasible by additional constraints regarding the effort and monetary cost for
salaries, hardware, software, deployment, and long-term maintenance.

e Environmental Compatibility: Especially when hardware components are distributed
into nature, they should be as non-intrusive as possible—both from a visual and bio-
logical/biochemical point of view.

There are several immediate implications and interrelationships of these requirements. For
example, the spatial resolution highly depends on the observer type and the number of ob-
servers used. Likewise, for reducing the event-to-detection delay, each observer needs a high
sensitivity or a large number of sensors is needed. High sensitivity increases the chance of
false alarms. A large probability of false alarms again increases the cost, either for providing
additional alarm verification mechanisms or for initiating inappropriate fire fighting measures.
The more observers are required, the less expensive and environmentally intrusive a single
observer should be. For technical solutions, these two requirements can partly be mapped to
the observers’ size. Also, to keep the maintenance cost low, each observer should have a long
lifetime, especially when a large number of technical observers is involved. Since forest fire
detection methods promise the service of detecting forest fires, which is a safety-critical ser-
vice considering the threads caused by undetected fires (cf. Section [3.1)), their reliability—and
related properties, e.g., resilience and security— is also a very important aspect.

3.3.2 Human Observer

On many sites, fire detection still relies on human observers (see [291], [274, Sec. 3.1], [264],
[265], [290]). For example, according to [264], Cyprus, Poland, and Turkey operated 27, 646,
and 776 fire lookout stations, respectively, in 2010. Often, those are supported by further
mobile forces patrolling jeopardized zones.

The most promising human sense for early fire detection is the visible-range light detection
provided by the human eyeﬂ It is able to identify fire and smoke from a distance of several
kilometers. Moreover, the sense can rather easily be enhanced by, e.g., binoculars (cf. [290,
Sec. 1]). Employing human observers, however, has several disadvantages, for example,

e high operating costs, because the area covered by a single person is limited (cf. [290,
Sec. 1]); hence, a large number of persons is needed;

e [imited reliability, because event rarity reduces attention of observers; moreover, ob-
servers might be temporary unavailable (cf. [312] Sec. 1], [291} Sec. 1], [92] Sec. 7.2]);

* Like dense deployment of human observers equipped with fire extinguishers and mobile phones throughout the
forest for continuous monitoring and fast response.

T Clearly, several human senses are suitable for detecting fire in principle. For example, smoke can be smelled,
temperature can be felt, and the crackle of burning wood can be heard. However, these senses have a rather short
range and human observers need to abide some minimum distance from the fire for safety and also the overall
number of human observers needs to be minimized for reducing costs.
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e [imited quality of reported data since data collected by humans may be subjective (cf.
274] Sec. 1]) and often is not sufficient for making fire fighting decisions (cf. [291}
Sec. 1)),

e without additional equipment, there is a lack of (digital) data; therefore, there are no au-
tomatic documentation (e.g., no video recording) for post-fire analysis (cf. [290} Sec. 1])
and no means for automatic detection;

e restriction to visible-range video makes it often hard to differentiate smoke from other
visible aerosols like mist, fog, clouds, or dust;

e line of sight needed; small fires and their smoke can easily be hidden by the trees’ canopy;
smoke may hide further fires;

e basic infrastructure needed to accommodate, supply, and substitute the human observer;
often, an elevated lookout post (e.g., fire tower) is needed to increase the line of sight
and communication infrastructure is provided for reporting incidents to the operator.

To tackle these disadvantages, human observers more and more get supported or replaced
by technical sensor solutions, like optical cameras. In the following, the thesis focuses on these
technical solutions.

3.3.3 Technical Solutions

In this thesis, technical fire detection methods are split into three main classes for further in-
vestigation: long-range detection (e.g., earth-orbiting satellites equipped with optical sensors),
medium-range detection (e.g., fire towers equipped with video cameras or manned/unmanned
aerial vehicles that patrol periled areas), and short-range detection (e.g., small, usually immo-
bile wireless sensor nodes that may be equipped with several different sensors). These classes
are illustrated in Fig. [3.3]and briefly discussed in the following.

Satellite

L Long Range
(mainly spaceborne)

/\

L Medium Range
(mainly air-/towerborne)

Short Range
(mainly groundborne)

Figure 3.3: Illustration of detection range classification.

In literature, the term remote sensing (cf. Sec. 2.2]) is frequently used to refer to
sensing methods classified as medium and long range in this thesis.
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3.3.3.1 Long-Range Detection Using Satellites

Earth-orbiting satellites (cf. [87, [180]) used for remote sensing are usually located in either
geostationary (GEO, 35800km over ground) or low earth orbit (LEO, typically 300 to 1400km
over ground).

Due to their synchronicity with the Earth’s surface, GEO satellites achieve—in principle—
full temporal coverage of the monitored area. However, due to the large area and large amount
of data they need to process, usually 15-30min pass between the availability of two subsequent
recordings of the same area (see, e.g., [174], [252, p. 374]). Due to their large distance from
the Earth’s surface, they additionally suffer from reduced spatial resolution (currently approx.
1-4km? Earth surface per pixel in the best case; cf. [175], [174]). Note that already an area
of about 1ha (i.e., 10*m?) needs to burn in order to identify a fire in a pixel of 1 km? size (see
[L75]] or [245]).

Compared to GEO satellites, LEO satellites achieve significantly higher spatial resolutions
of 1 m and less per pixel (see [87]). However, LEO satellites have a limited temporal resolution.
For cycling the earth, they need about 100 min (see [87]). The number of visits per time interval
to the same area depends on various factors, including the number of satellites carrying the
relevant sensor instrument and the location of their orbits. Usually, the time between two visits
takes several hours.

For example, the Aqua and Terra LEO satellites, each carrying a moderate-resolution imag-
ing spectroradiometer (MODIS, [87]]) instrument, often cited in the context of remote fire sens-
ing (see, e.g., [120} [175 245! 264, 269, 291]]), together revisit the same area two to four times
per day (cf. [175])), i.e., roughly every six hours in the best case, and have a maximum spatial
resolution of 250m per pixel (cf. [87, 264]]). For MODIS, the authors of [205, Sec. 3] addi-
tionally describes an offset error of 2-3km between the detected and actual location of the fire
due to imprecise spacecraft location, software tolerances, and operational errors.

These spatial and temporal resolutions are too coarse for early fire detection. Satellite-based
active-fire and burned-area monitoring is therefore mainly used for long-term and regional- to
global-scale fire documentation (cf. [113]]). The obtained data can then be used, e.g., for build-
ing and improving fire prediction models (cf. [111}232]]). Moreover, satellite-based remote
sensing of active forest fires suffers from unfavorable weather conditions. For example, clouds
and smoke might block the satellites’ view, and sunlight—reflected by ground, clouds, and wa-
ter bodies—may lead to false alarms (cf. [241, Sec. 1 & 5], [144], [245], [269, Sec. 1]). Also
industrial sites may lead to false alarms (cf. [241} Sec. 5], [144], [245]).

For additional and recent research on satellite-based forest fire detection, the interested
reader is also referred to [[189, 231} 2531326, [343]] and the references therein.

3.3.3.2 Medium-Range Detection

This class can be subdivided into stationary and mobile medium-range detection methods. A
prominent example of stationary medium-range detection is a set of video cameras installed
on fire towers which often were used previously by human observers. A further innovative
(though less established) stationary method is based on the use of acoustic signals. A typical
example for mobile medium-range detection is the use of aerial vehicles. In the following, the
three examples are discussed in more detail.
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Camera-based detection. Cameras used for early forest fire detection typically operate in
the visible (cf., [290], [312]) and/or infrared (IR, e.g., [311], [291], [[19]) range of the electro-
magnetic spectrum. Visible-range cameras mainly aim at sensing the fire’s flame (in particular
at night) and smoke (in particular at daytime). IR cameras usually detect the fire’s heat.

Generally, the cameras are installed such that they are provided with ample power and
communication resources. The recorded video data can then be transmitted reliably and quite
unrestrictedly to the operators. Often, the operators are able to remote control (pan, tilt, zoom)
the camera manually to assess suspicious areas in more detail (cf. [290,[291]). In any case, the
events need to be identified within the provided video data. Pattern recognition algorithms and
similar techniques got established that allow automatic identification of fire or smoke within
the video data and the research on improved algorithms is still ongoing (cf. [80, 98 104} 291}
311} 312} [314]). Usually, the generated alert is subsequently verified by a human operator
before local fire fighters are actually invoked (cf. [267]).

Several implementations of camera-based techniques for early detection of forest fires are
commercially available and in operation, e.g., in form of FireWatch® Firehawk Forest
Watch™{| EVS Forest Watch®f] iForestFire®f] CICLOPE™{] AlarmEye®AE Forest]l]
and ForestVu™ ’ The interested reader is referred to [192] 193} 1267, which provide a com-
parison of the FireWatch® and EVS Forest Watch® products.

Camera-based solutions share several disadvantages with the human observer. They also
need line of sight and fail to detect small fires that are hidden below the forest’s canopy. Line
of sight is also decreased by hilly terrain and disadvantageous weather conditions (cf. [286]]).
Especially when they are restricted to visible-range video, they also frequently suffer from false
alarms caused by, e.g., dust, mist, fog, clouds. While IR-based solutions are less prone to false
alarms, they are significantly more expensive (cf. [291)[315]). The cameras also need basic
infrastructure for elevated installation, power supply, and communication. It also should be
noted that a single camera usually has a restricted angle of view. To observe the environment
to the full 360° around the camera’s location, the camera needs to be rotated, which takes six to
twelve minutes according to [267]. To increase the temporal resolution, the number of cameras
needs to be increased. This, on the other hand multiplies the costs.

Acoustic forest fire detection. Another stationary medium-range approach is taken in [257]],
where a radio-acoustic sounding system (RASS) is proposed. The system aims at the detection
of crown and surface fires by measuring air temperature profiles with fine temporal and spatial
resolution. For this, the authors exploit the fact that the propagation of sound waves is highly
sensitive to air temperature and movement. The proposed system comprises sound sources
(i.e., speakers) installed in the forest and a radar center that is used to measure the speed of the
emitted sound just above the treetops. Analyzing the detected sound speeds allows to estimate
a thermal map of the monitored area. For each speaker, a coverage of up to approximately

* http://www.fire-watch.de/|(last accessed: 18 March 2013)

f http://www.firehawk.co.za/|(last accessed: 18 March 2013)

E http://www.evsolutions.biz/Products/ForestWatch (last accessed: 18 March 2013)

§ http://iforestfire.fesb.hr/ (last accessed: 18 March 2013)

Y http://www.inov.pt/pages_e/monitoring/tele_florestal_e.php)(last accessed: 18 March 2013)

I http://wuw.innosys-ind.com/product_detail/innosys-ind2/index.php?Product_SN=114436&
Company_SN=19641&Product_Site_Classify_SN=23299 (last accessed: 18 March 2013)

**http://wwu.firevu.co.uk/Forestvu.htm (last accessed: 18 March 2013)
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30km? is foreseen. The main problem of this approach is that the audio signals emitted by the
sound sources are in the audible range of humans and animals.

Airborne forest fire detection. An example for mobile medium-range detection is the use
of aerial vehicles. Traditionally, these are manned and the crew members act as human ob-
servers that are usually particularly trained (cf. [228| p. 181 ff.]). During the last two decades,
equipping manned aerial vehicles additionally with technical sensors —like cameras that oper-
ate in the visual or IR range, or gas sensors—gets more common (cf. [13} 156} 107, [155} 218|
22711236, 13441]). More recently, also the development of unmanned aerial vehicles (UAVs; cf.
[331]) and their application for forest fire detection and monitoring makes significant progress
(cf. [L1L 157, 1550 (159, 191} 200, 201} 202} 242, 268]]). The authors of [145] give a survey of
the large variety of airborne sensing techniques, which can also be used in other application
scenarios.

Due to the increased personnel and/or fuel cost when keeping aerial vehicles in action, they
are usually only deployed on-demand (for surveillance of an ongoing, already detected fire)
and during high-risk periods. Hence, in contrast to continuous monitoring solutions, aerial
vehicles fail to detect fires in assumedly non-critical periods (cf. [228), p. 188—189]).

Like long-range detection methods and immobile cameras, most airborne solutions are
mainly based on optical detection, and hence, need line of sight. Therefore, they are mainly
restricted to observe the environment from above the trees’ canopy and usually fail to detect
small fires.

In addition to optical detection methods, further medium-range sensors are applicable for
aerial vehicles in principle. Airborne gas detection, for instance, comes with its own, additional
research challenges. Some of these are discussed in [[13} 159} 338]]. For example, the detected
concentration of gas and smoke significantly depends on the vehicle’s speed (cf. [159]), but
lowering the speed increases the re-visit time.

3.3.3.3 Short-Range Detection

The great advantage of short-range detection methods lies in their ability to monitor the sit-
uation close to the ground where most of the fires start. Due to their closeness to the event,
they allow larger variety of sensor types, including non-optical sensors (cf. Table[2.1) that are
less susceptible to line-of-sight obstructions. The combination of different sensor types can
additional help to reduce the false-alarm probability (cf. [31]).

The majority of short-range methods is covered by solutions based on immobile WSNss.
These are considered as related work and discussed in more detail in Section 2.1l
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