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Dynamic Operation of Peer-to-Peer Overlays

H. deMeer and K. Tutschku

Abstract—Virtual overlay networks, such as formed in peer-to-
peer services, can be seen as a new paradigm for providing midl
service networks. Virtual overlay networks may offer custenized
services to a specified community while providing a high degre
of flexibility in usage of shared resources. This paper exames
the requirements of operating dynamic overlays, in particuar, for
peer-to-peer services. The analysis has been based on exsiea
measurement studies performed on the global Gnutella netwk
during operation.The obtained results indicate limitations in scal-
ability of native p2p overlays, suggesting the need of a cord
scheme for efficiency reasons. As an enabling infrastructu im-
plement a distributed control scheme for p2p overlays a soaled
Application-Layer Active Networking platform has been chosen.
Based on Application-Layer Active Networking, Active Virtual
Peersare introduced as the main concept for dynamic operation
and management of peer-to-peer overlay networks. Active Viual
Peers facilitate policy enforcement or performance manageent

neighbors, i.e. sent to all nodes with which the sender
has open TCP connections, abfresponses arkack-
propagatedn the overlay along the path taken by the
triggering message.

An important feature of Gnutella p2p filesharing ser-
vices as well as other p2p architectures is that peers may
join or leave the signaling overlay arbitrarily. To pre-
serve network integrity, servents have to maintain mul-
tiple simultaneous connections. New overlay connec-
tions have to be initiated as soon as old ones terminate.
In Gnutella, Peers acquire new candidates for their over-
lay connections by sending periodically “Ping” mes-
sages to neighbors and by inspecting “Pong” responses.

by means of self-organization, predominantly on the appliation =~ Nodes base their decision where to connect to in the net-
layer with minimum interference on lower layers. work on their local information. The Gnutella protocol
doesn'’t provide any support for a coordinated organi-
I. INTRODUCTION zation of the signaling overlay. The Gnutella service

Peer-to-Peer (p2p) networks have become very pd‘ﬁ_rms an randomly structured overlay network.
ular recently amid the relentless spread of Napster andWhile qualitative justification is straightforward, lit-
Gnutella music file sharing applications within an acle has been known of quantitative results on the scale of
tive user community. Remarkably, only very little supdynamics in overlays and p2p applications. We there-
port was needed to make these distributed services &@re investigated in particular characterization of time
erable on a large scale in very little time. One of th&cale and variability of the number of virtual overlay
main reasons for the noted success is due to the fact th@fnections [2].
p2p networks operate as overlays. Overlays work with- The variability of p2p overlays can be characterized
out specific network or transport support and can be riny two factors:a) the number of simultaneous overlay
completely at the edges of a network. A lack of cerrelations maintained by a peer ahgl the duration of
tralized control predictably leads to a huge amount ahaintaining these relations. Real-world measurements
uncontrolled signaling traffic being generated and transevealed a maintaining of 9.86 relations on average by a
mitted. typical peer. Most importantly, however, the connectiv-

The current challenge is therefore to provide attraity process revealed a very high variability in the num-
tive p2p services, however, without compromising neber of simultaneously maintained p2p connections. If
work services offered to concurrent applications aritie connectivity of a peer is high, i.e., a peer maintains
without sacrifying other user experiences in using netigh number of simultaneous overlay relations, many
work services. An effective management system fsignaling messages will be forwarded to it. If band-
overlay network could have large benefits to a widewidth is not sufficiently available an overload situation
range of network applications that may go far bds caused in the physical network. If the connectivity of
yond improving usage of the popular p2p services. #peerislow, i.e., a peer maintains a small number of re-
would be applicable to content delivery networks dations, then a peer might not receive enough signaling
other many-to-many communication services that ne#formation to discover new hosts and new resources.
Quality-of-Service (QoS) support, effectively removindgn an extreme case, a peer might drop out of the over-
the need to implement QoS provisioning on the netwotly network and has to be re-connected to a well-known
layer, which has been a major obstacle to a wide-sprejaeler. That may cause a severe disruption of the ser-
usage of these services. In this paper, we suggestiee. This characteristic suggests the existence of an op-
new concept for dynamic operation of p2p overlay netimal level of connectivity. But rather than consistently
works. The approach applies Application-Layer Activenaintaining an optimal level of connectivity, connectiv-
Networking and introduceActive Virtual Peer{AVP). ity fluctuates widely in unmanaged p2p environments.

A correlation analysis led to a two-state model for
Gnutella p2p overlay relations. In the first state, which
Signaling messages are routed in the Gnutella overlsycalled the “short” state, peers establish only short-
by using two simple principles [1]a) broadcasto all lived connections used to exchange host information. In
) ) o the other mode, denoted as the “stable” state, peers es-
siti;'ctz)(lelle\eﬁ;:[ oagg;"‘)Lfoﬁfggog'ﬁ_ﬁgzﬁgﬁggg'ﬁg&?gk'@' tablish a long-duration relations and exchange continu-

K. Tutschku: Institute of Computer Science, Univ. of wiay ~OUSIY signaling messages, mostly search requests. From
Wiirzburg, Germany. tutschku@informatik.uni-wuerzbdeg. the perspective of a user, the “stable” permits uninter-

Il. A CHARACTERIZATION OF P2P OVERLAYS



rupted operation of the p2p service.

I1l. M ANAGING P2P QVERLAY WITH
APPLICATION-LEVEL ACTIVE NETWORKS—

THE “ACTIVE VIRTUAL PEERARCHITECTURE’
e tive Virtual Peer

A. Management Objectives A \\\ AP
P2P overlay operation and control has to facilitate e’ / Al e

two objectives. First, p2p overlays should be operated E— W ‘ E
in an application specific way. It becomes more and  — / VAT

more apparent that application requirements can't be Coi‘r’]zfgiéns
addressed purely by network layer functions, e.g., in

a scalable and efficient way, whereas the requirements
can well be dealt with on the application level. In con-
sequence, this calls for a management architecture that

' itive Virtual Peer

AWP
:_’/4 B
AVP/AVP E

has universal programmability on the application layer connections
for performance control as well as for group manage- , o
ment Fig. 1. The active virtual peer realm

Second, p2p overlay control should be equipped with
handles for adaptivity to different scales of dynamics to
overcome limitations of conventional static traffic engi- =~ ) .
neering. The suggested solution is basedipra flex- APplication-Level Routing (SOAR) mechanisms, as de-
ible infrastructure, e.g.: active networks on applicatioﬁcr'bed in more d(_eta|l in [3], where protocols and im-
level [3], ii) automatic load-balancing on network elePlémentation details are presented. SOAR can be seen
ments on small times scales, aii}l the integration of &S &N essential technology for building self-organising

self-organization and adaptiveness on application-levBPtWOrk services on the application layer based on the
ALAN infrastructure.

B. ALAN architecture By using ALAN, the effectiveness of new services

. . .. can be tested in “the wild” without compromising any
Active and Programmable Networks are being W'd8|¥xisting network architectures. We are arguing, how-

|r?vest|.gated asgposable vghlcle for deploying new Seer\'/er, that application layer services shoplgtdomi-
vices into existing network infrastructures on demanlg

[4], [5]. An alternative approach has been proposeof’mtly be provided on the application layer itself any-

n (3], er So-alled Appcaton-Level Acve et (1% U1 IOy over ever, (6} 1) o2
working (ALAN) is pursued. Very much like the In- 9 y y

ternet Protocol itself when it was originally introducedIead to compromises in quality of service. Thus a use of

ALAN has been based on an overlay technique. At)_\/erlay networks may provide sufficiently potent man-

. . o eqement schemes to achieve this aim. We believe that
tive nodes, which operate on the application level, ar o o
seélf-organization of application layer overlay networks

X : . %ay hold the key to the solution of that management
allow a dynamic loading of code from special servers .

and the resulting services may interfere with data trans-
port and control. A central service of ALAN is multi-

metric application level routing, including active nod%
discovery and state maintenance. Generic computing
facilities, called Execution Environments for Proxylets . __ .
(EEPs), are placed strategically inside networks. Active | 1€ Main contribution for dynamic p2p overlay oper-
code elements are deployed on demand using a U tion rests on the |ntr0dU(_:t|on df_ctlve \/lrtu_al Peers

mechanism and are executed on the EEPs. ProximifyF’s) Each AVP. acts like a single, ordlnary_ peer.
measures and other metrics are used to choose apptg-~YP» however, is thought to be representative for

priate EEPs for launching proxylets sensibly and est?_community of peers. Figure 1 depicts the ALAN-

The Active Virtual Peer Concept

lishing an application specific overlay topoiogy. Mor ased AVP realm. Two Active Virtual Peers, marked

generally, Application Layer Routing provides mech 2y dgshed boxes and letters A and.“B”, are located
nisms for EEP discovery, application specific routinﬁ/Ithln an Internet cloud. Multiple ordinary peers, de-
exchanges, service creation by deploying a web of pro oted by “P", maintain P2p overlay connections to the
ylets across the physical infrastructure, and informg‘-vp,s' The AVPs impose .con.trol on the overlay_ con-
tion routing by the proxylets once proxylets have bedpection as well as they maintain overlay connections to

launched. So Application Layer Routing entails awhoigach other.

range of elements, reaching from self-configuring dis- The AVP functions are arranged in horizontal layers
tributed EEP discovery to building up an applicationas well as in vertical planes, cf. Figure 2. The hori-
specific connectivity mesh and topology maps and, frontal layers correspond to the layers on which an AVP
nally, to dynamically forming topology regions by clusimposes control. The vertical separation describes the
tering. Clustering is achieved by the Self-Organisinfynctional planes of AVPs.



Horizontal layering plicit initiation and termination of overlay connections

The upper layer of AVPs is called the “Applicationand AVPs. On network level, however, topology control

Optimization Layer (AOL)". It controls and optimizesIS I|m|ted. Only tr§ﬁ|c engineering and.t_rafflc pqntrol
the peer-to-peer relation on application level. The Aof_unctlon_s are applied. This is for scalability, efficiency,
may applyapplication-level routingn conjunction with and flexibility reasons. .

policies similar to rules used fdnter-Domain Policy Po_llc_y control on application layer mcl_udes access
Routing The policies implemented so far by an Ao estriction on a peer or peer group basis for content
are access restrictionsThe AOL applies also routing and p2p .cpntrol mformaﬂpn. The VCC may imple-
policies using thévirtual) peer stater the(virtual over- ment policies by localization or aggregation of mes-

; P . In addition, coordinated caching strategies be-
lay) link state Forwarding is based on peer load an ages ’ . .
overlay link characteristics such as drop rate, throug veen the AVP modules might be applied. The network

put, or transit delay. optimization layer may enforce policies on the traffic

In addition, an AOL allows forctive overlay topol- Vogé?%?rlrlgggg rtr?o?ﬁt(t)rﬁr? S?allttzg.ilities of AVPs include
ogy controlwhich is accomplished in two ways. The gcap

on the application level an auditing of the number of re-

Active Virtual Peer may initiate, accept or terminatt]a ed and drobped messages. logaing of message inter-
overlay relations based on access restriction or topQ Y P ges, 'ogging g

ogy features. Topology characteristics such as qurival times, monitoring of application response times

ber of overlay relations or characteristic path length caawd active collection of topological information, such

be enforced or may govern the overlay structure. Fu S the degree of the conneciivity of a peer. This data

thermore, the AOL layer makes use of ALAN controPrOV'des mformathn on robustness of the overl_ay and
Is used for controlling the overlay and the application

mechanisms for implementing self-organization feer- or routing decisions. On the network level. a prox-
tures. The AOL can initiate and execute AVP module€Y 9 : ; X ap
t can monitor the round trip delay, link error rate, or

when ever and where ever needed. The virtual overl ouahout
structure may adapt itself to varying demand and traf- ghput.
fic patterns by launching new overlay relations and ney/p penefits

virtual peers. . . . .

The middle layer of an AVP is denoted as the “Vir- AVPs provide four main benefits. First, they allow for
tual Control Cache (VCC)". The VCC provides Con_onfd(?mand resource aggregation on appllcat|on—lev_el.
tent caching on application level similar to conventiondiNiS improves service stability. Second, AVPs permit
proxies. In addition, the VCC may offer control flowSeparation of and limited and controlled interference be-
aggregation functions. tween network layer and application layer. Third, AVPs

The lower layer of AVPs is denoted as the “Networierovide cachi_ng on applicatipn-l_evel. Forth, AVPS en-
Optimization Layer (NOL)". Its main task is the im- able and facilitate self-organization for dynamic opera-

plemantation of dynamic traffic engineering capabilitiedon Of virtual overlay networks.
Additional information on dynamic overlay control

which map p2p traffic onto the physical network in an : ;
optimized way. The mapping is performed with respe%f'ng the Active Virtual Peer concept can be found at
to the performance control capabilities of the applie!

transport technology. The AVP architecture may sup-

port traffic engineering for standard IP routing protoAcknowledgement: This work has been funded in part
cols as well as for explicit QoS enabled mechanisnty BTExact within the Alpine Project.

like MPLS.
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