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provided by the network. Various global QoS architectures have been developed (for arecent overview see [2]), which include also functions for performance monitoring, resourceallocation, admission control and QoS management.Most existing QoS management systems meet their decisisons based only on the cur-rent resource situation. For instance, a data source asking for admittance to the systemusually is accepted if enough resources are available. There are at least two importantfactors in real-life systems which are not taken into account by this approach: �rst,stochastic behavior of the underlying communication and computing environment, andsecond, revenue issues. Both points are related to each other. In the �rst case, stochasticevents such as network failure can lead to QoS guarantee violations for admitted streams,in turn leading to a revenue decrease for the service provider (who usually runs a QoSmanagement system). In the second case, possible admittance requests of other sourcescould arrive shortly after the one just admitted. If admitted, the former could generatemore revenue than the latter, but unfortunately, now there are not enough resources torun the new sources.For this reason, a QoS management system taking stochastic events and revenue issuesinto account seems to be superior to the existing one. In this paper, we show howcontroller programs for such enhanced QoS management systems can be developed basedon a new kind of Petri Nets, so-called Controlled Stochastic Petri Nets (COSTPNs) [5].Mapping COSTPNs to Extended Markov Reward Models (EMRMs) [4] allows a numericalanalysis of the managed system and the generation of controller programs which meet theirdecisions based on the stochastic assumptions and possible revenues in this system. Atool environment exists for assistance in the numerical analysis.The paper is organized as follows: in Sections 2 and 3, we give a short introduction intoQoS management resp. COSTPNs and EMRMs. Section 4 then presents an example fora simple but typical QoS management system and how it can be modeled by COSTPNs.Section 5 analyzes the example with respect to possible decisions of a controller program.The analysis is done using the already mentioned tool environment. Finally, Section 6gives an outlook on future activities.2 QoS management in multimedia systemsTo ensure that the requirements of the users are satis�ed, QoS management is essential.Examples of QoS management functions are QoS negotiation, QoS renegotiation, resourcereservation, admission control, QoS monitoring, or QoS adaptation.The role of QoS negotiation is to �nd an agreement on the required values of QoSparameters between the system and the users, e.g. participants in a teleconference. AQoS negotiation protocol is executed, every time a user joins a session, to verify whetherthe system has enough resources to accommodate the new user without jeopardizing theguarantees given to the existing users.A renegotiation may be initiated by the user or the system. The user-initiated rene-gotiation allows a user to request a better quality, e.g., a user asks for color quality whilethe currently delivered quality is black&white, or to reduce his/her requirements from theservice provider in order to reduce the cost of the current session. This type of renegoti-



ation is crucial for applications where one cannot predict accurately the scenarios to beexecuted during the active phase of the session. On the other hand, the system initiatedrenegotiation usually occurs, when the system can no longer support the negotiated QoS(detected by QoS monitoring). In such a case, the user is asked to accept a lower quality.However, before initiating a renegotiation due to QoS violation, the system shouldperform a QoS adaptation. The role of QoS adaptation is to maintain, as far as possible,the QoS agreed during the negotiation phase. When the maintenance of the agreed QoSis not possible, the QoS adaptation activity must be able to exhibit graceful degradation,reacting adaptively to changes in the environment. Indeed, it may be more desirableto degrade the quality of the a�ected service rather than to abort it. The user usuallyspeci�es a degradation path along which the quality can be lowered, and he also speci�esa minimum acceptable quality which de�nes the point where renegotiation or abortion ofthe service quality has to take place.Admission control permits to avoid an over-usage of resources by not accepting newstreams for transmission in certain situations. Resource reservation for streams duringtheir transmission, �nally, is a basic means to provide service guarantees.3 Controlled Stochastic Petri Nets and EMRMPerformability modeling [1] makes extensive use of Markov reward models (MRMs). LetZ = fZ(t); t � 0g denote a continuous time Markov chain with �nite state space 
.To each state s 2 
 a real-valued reward rate r(s), r : 
 ! IR, is assigned, suchthat if the Markov chain is in state Z(t) 2 
 at time t, then the instantaneous re-ward rate of the Markov chain at time t is de�ned as X(t) = rZ(t). In the time hori-zon [0; :::t) the total reward Y (t) = R t0 X(� )d� is accumulated. Note that X(t) andY (t) depend on Z(t) and on an initial state. The probability distribution function	(y; t) = P (Y (t) � y) is called the performability. For ergodic models the instanta-neous reward rate and the time averaged total reward converge in the limit to the sameoverall reward rate E[X] = limt!1E[X(t)] = limt!1 1tE[Y (t)]. The introduction of re-ward functions provides a framework for a formal de�nition of a \yield measure" or a\loss measure" being imposed on the model under investigation.EMRMs provide a framework for the combined evaluation and optimization of recon�g-urable systems by introducing some new features for MRMs [4]. EMRMs are the resultof a marriage between Markov decision processes and performability techniques. A re-con�guration arc, which can originate from any Markov state of a model, speci�es anoptional, instantaneous state transition that can be controlled for an optimization. Theresulting strategy is commonly time-dependent. The so called branching states provideanother feature of EMRMs. No time is spent in such states, but a pulse reward may beassociated with them. The introduction of branching states has motivation similar to theintroduction of immediate transitions to stochastic Petri nets [7], so that branching statesalso are called vanishing states.Recon�guration arcs denote options to recon�gure from one state to another. At everypoint of time a di�erent decision is possible for each recon�guration arc. A strategy S(t)comprises a tuple of decisions for all options in the model at a particular point of time t,



0 � t � T . Strategies can be time dependent, S(t), or time independent, S = S(t).A strategy Ŝ(t) is considered optimal if the performability measure under strategy Ŝ(t)is greater equal than the performability measure under any other strategy S(t). WithXS, Y Si (1), and Y S(t)i (t) denoting the overall reward rate, the conditional accumulatedreward and the accumulated reward until absorption gained under strategy S or S(t),respectively, a strategy Ŝ or Ŝ(t) is optimal, i�8>>>>><>>>>>: E[Y Ŝ(t)i (t)] � E[Y S(t)i (t)] 8S(t) 8i trans. opt.E[X Ŝ] � E[XS] 8S stat. opt.(ergodic)E[Y Ŝi (1)] � E[Y Si (1)] 8S 8i stat. opt.(non-erg.)For a dynamic optimization of performability measures, a new feature is introducedto SPN. It comprises a control structure that allows one to specify a controlled switchingbetween markings of a SPN. Such a controlled switching is interpreted as a recon�gurationin the modeled system. A recon�guration is modeled by the �ring of a new type oftransition, called a recon�guring transition. The introduction of recon�guring transitionsleads to a new modeling tool, called COSTPN, and provides a way to combine the classicalperformability modeling of SPNs with the option to dynamically optimize measures [5].In the following we discuss the enabling and the �ring rule of recon�guring transitionsfor COSTPN �rst. The enabling rule of recon�guring transitions is applied in the modelgeneration phase, in which an EMRM is constructed from the COSTPN. In the modelevaluation phase, in which the constructed EMRM is computationally analyzed, the �ringrule of recon�guring transitions is applied in order to optimize a given performabilitymeasure.The newly introduced control mechanism can only be applied in tangible markings,but recon�guration itself is assumed to be instantaneously performed. These propertiesare re
ected by the enabling rule of recon�guring transitions. Recon�guring transitionsare only enabled in tangible markings. The conditions for the enabling of recon�guringtransitions are the same as the conditions for the enabling of timed transitions. In partic-ular, immediate transitions have higher priority than recon�guring transitions. The �ringrule of recon�guring transitions is based on the aim to optimize a performability measure,which is de�ned through a reward structure. Recon�guring transitions are enabled to-gether with timed transitions and the con
ict between enabled recon�guring transitionsand enabled timed transitions is solved in order to optimize a performability measure.Whenever the modeled system resides in a tangible marking, in which a recon�guringtransition is enabled, the following options are given. One option is to instantaneouslyrecon�gure to the marking which is reached through the �ring of the enabled recon�gur-ing transition; no timed transition can �re in the current marking in this case. Anotheroption is to stay in the current marking and not to �re the enabled recon�guring tran-sition, so that the enabled timed transitions can �re in the current marking in theirusual manner. The decision, which option to select, i.e. the optimal one, is based onthe comparison of optimization criteria as described earlier. The optimization criterionis computed for all options and the one with the highest expected reward is selected.



For transient optimization, the expected accumulated reward E[Yi(t)] is computed. Forstationary optimization, either the time averaged mean total reward E[X] is computed, ifthe model is ergodic, or the accumulated reward until absorption E[Yi(1)] is computed,if the model is non-ergodic.4 The COSTPN model in QoS managementIn this Section, we present a simple example which shows how COSTPNs can be usedto solve QoS management problems. The example deals with admission control of audioand video sources to a multimedia transmission system (e.g. a router). Due to spacerestrictions, we do not present further examples, but COSTPNs are equally applicable to,for instance, QoS mapping, negotiation, adaptation, etc.In our example, audio and video sources in a waiting room ask for admission to thesystem, i.e., these sources ask for using the system's resources for transmission of audioresp. video data. In turn, they pay for the resource usage and the service provided by thesystem. Once admitted, they expect a certain level of QoS. If this level cannot be kept(QoS violation), they will pay less for the provided service.The resource QoS manager has to decide whether to admit a certain source or not.Its goal will be revenue maximization. Acceptance of sources will result in di�erentrewards, depending on the type of stream (audio or video), their recource requirements,the transmission length, the risk of QoS violations during transmission (and possible abortof the stream) or additional rewards for successful transmission completion.Once a source is active, it will �nish successfully or su�er from QoS violation. In thisexample, the latter case leads to a transmission abort, resulting in a longer recon�gurationperiod where resources are reorganized and freed for re-usage. The former case entitlesthe system to an extra revenue.The COSTPN modeling this system is depicted graphically in Fig. 1. The meaning oftransitions and places are described in Tables 1 and 2.
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transition description prio. �ring rate/prob.t1 recon�guration after audio abort 0 #p4 � �1t2 recon�guration after video abort 0 #p9 � �2t3 QoS violation for audio stream 0 (max(p2)�#p2 + 1)2 � �3 � 
t4 successful audio completion 0 #p5 � �4t5 successful video completion 0 #p8 � �5t6 QoS violation for video stream 0 (max(p2)�#p2 + 1)2 � �6 � 
i1 free resources of successful audio 1 1i2 free resources of successful video 1 1r1 admit an audio stream to the system 0 {r2 admit a video stream to the system 0 {Table 1: Transition descriptionsplace descriptionp1 inactive and waiting audio sourcesp2 currently free resourcesp3 inactive and waiting video sourcesp4 aborted audio streamsp5 active audio streamsp6 successfully terminated audio streamsp7 successfully terminated video streamsp8 active video streamsp9 aborted video streamsTable 2: Place descriptionsThe possibilities of making decisions are modeled by the recon�guration transitionsr1 and r2, by which the QoS manager may decide to admit one or more audio streams orvideos to the system. A recon�guration can only be executed if the necessary number oftokens are available. To admit a video, for instance, p2 has to contain at least 4 (sincevideos need four resource units in this example) and p3 at least one token (the waitingconnection).Each transition has a certain �ring rate attached to it. Duration of an audio trans-mission is given by an exponentially distributed random variable with parameter �4, sothat e��4t is the probability that audio transmission will last longer than t units of time.1=�4 is the mean audio transmission time. The �ring rate of t4 is proportional to thenumber of audio sources being actively transmitted: (#p5 � �4). Transition t3 modelssevere QoS degradation leading to interruption of transmission. The mean time betweeninterruptions is a function of the load imposed on the system, of the particular media typeand of the current network state. All random variable are assumed to be exponentiallydistributed with the respective parameter.Furthermore, the COSTPN contains two immediate transitions. They have been in-



troduced to assign pulse rewards to successfully transmitted streams and to model theinstant release of occupied resources.5 The ResultsFor a numerical analysis of the example described in the previous section (see Fig. 1),we use the tool environment XPenelope developed at the University of Hamburg [3].The current version of the tool accepts EMRMs as input and allows the application ofseveral algorithms from Markov decision theory for transient or stationary optimizationof performability measures.Therefore, the COSTPN �rst has to be translated into a EMRM �rst. Fig. 2 shows theEMRM with initial marking M0 = (2; 4; 1; 0; 0; 0; 0; 0; 0), i.e., two waiting audio and onevideo stream and four resource units. The EMRM states, which correspond to COSTPNmarkings, are denoted by a shorthand notation, such that the �rst three digits are trun-cated. M000000, for example, refers to initial state M0.
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Figure 2: EMRM corresponding to the COSTPN of Fig. 1In our study, the EMRM is evaluated in an initial setting of two audio streams, twovideo streams, and a pool of eight resource units. The model comprises 21 Markov states,17 vanishing states, 18 recon�guration edges and more than 40 transitions. For simplicity'ssake, we do not present this EMRM here, but use it for our analysis.With the notation (i; j) we refer to i audio and j video streams being admitted. Thefollowing combinations of streams are possibly admitted to the system: (0; 0), (1; 0), (2; 0),(0; 1), (1; 1), and (2; 1). Due to the limitation of eight resources, other combinations areexluded.



For the series of experiments, the parameter settings, i.e., transition �ring and prob-ability values, are used as given in Table 3.�1 �2 �3 �4 �5 �6 
1 12 5 110 160 110 10�6 { 10�2Table 3: Parameter settings for the experimentAs time unit, we assume one minute. Thus, a transition with �ring rate of 0:5 impliesthat, on the avarage, the transition �res every 2 minutes. We further assume an averageaudio duration of 10 minutes and a video duration of 60 minutes. Firing of error transitions(t3 and t6) depends �rst of all on a network reliability parameter 
, where 1=
 indicates themean time between connection disruptions. Since this parameter stronly depends on thenetwork state, we assume to vary 
 between 10�6 and 10�2. Furthermore, interruptionlikelihood is assumed to depend on the type of stream and its susceptability for QoSviolations, and, inversely, on the number of still available resources providing redundancyfor possible error recoveries.In the �rst two experiments, rewards are only given for successfully completed streams,i.e., when a token appears in p6 or p7. Figures 3 and 4 show some of the results of atransient optimization process executed by the XPenelope tool for two cases: in bothcases, pulse reward of one unit is assigned to a successfully completed audio connection.Video pulse rewards are 12 units in the �rst and 14 units in the second case.
Region III

0

50

100

150

200

250

300

350

450

1e-05 0.0001 0.001 0.01

T
im

e

gamma

audio reward = 1; video reward = 12

M000000->M000020
M100001->M100001
M010010->M010010

400

Region I
Region II

Figure 3: Strategy control regions for 12 video reward unitsCurves on such result graphics generally have to be interpreted as follows: the �rstsymbol in the name of the curve determines the marking for which this curve is valid.Only if the system is in the corresponding state, the curve applies. Now, one has to relate



0

5

10

15

20

25

30

35

1e-06 1e-05 0.0001 0.001 0.01

T
im

e

gamma

audio reward = 1; video reward = 14

M000000->M000020
M100001->M100001
M010010->M010010

Figure 4: Strategy control regions for 14 video reward unitsthe current situation of the system to the parameter space represented in the diagram,according to time and network reliability parameter 
. If the system's state is classi�edto be above the applicable strategy curve, the system should be recon�gured to the statecorresponding to the second marking being indicated after the arrow in the symbolicnames of the legend. The resulting recon�guration will lead to a higher expected reward.If the current system state is classi�ed to be below the corresponding curve, the systemmanager should better switch to an alternative recon�guration1.Consider the curve M010010 !M010010 in Fig. 3 as an example. This curve has tobe considered by the QoS manager, exactly when the system is in state M010010, i.e.,it has one active audio and one video stream. Let us further assume that the currentvalue of 
 is 0:001 and the remaining time of the application is 100 minutes. Under thesecircumstances, the system is classi�ed above the curve and it is recommended to remainin state M010010, which means here: do nothing. Assume now that 75 minutes later, thesystem being again in the same state. Now, the remaining time is only 25 minutes, whichmeans, the system's running condition is classi�ed below the curve. The QoS managershould now trigger the alternative option, i.e., execute the indicated recon�guration. Un-der the given circumstances this amounts to a switching to state M020010, i.e., to addanother audio source in the current situation and system state.The curve M000000 ! M000020, which is identical with the x-axis, tells the QoSmanager to always admit two video sources, when the system is in idle state. This,however, does not mean, that the system will always only run video streams. Audiostreams may be admitted, e.g., when the system is in a video error state, depending onthe corresponding curve.1Depending on the number of recon�guration edges originating from a given marking, the decisionmay not be binary.



Comparing the remaining two strategy curves of Fig. 3, it becomes obvious that theaddition of further sources promises more reward, when the system contains active ratherthan aborted streams. Assuming a given 
 of � 3 � 10�4, in the case of two activesources (M010010 !M010010), another source will not be added until about 100 minutesbefore the end of the application, while in the case of two aborted sources (M100001 !M100001), the same decisison will be made only about 20 minutes before the end.Comparing the strategies of Fig. 3 and Fig. 4, in the case of 14 video reward units, ittotally becomes less rewarding to add audio sources when there is still a lot of applicationruntime left. Even in the case of two active sources and a 
 of 0:001, an audio sourcewould be added no earlier than about 25 minutes before the end. The more reward avideo completion gets compared with an audio completion, the more advantageous willit be to run videos instead of audios, even if the remaining system runtime and thus theprobability of video completion becomes very small.Fig. 5 shows results of the third experiment with an interesting variation: insteadof a reward for successful completion, audio streams are rewarded during runtime. Areward rate of 0:1 is chosen per minute, which results in a total accumulated reward of 1if completed successfully (since audio runtime is 10 minutes).
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 values, the reward does not depend very much on these values,whereas higher values of 
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