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1. INTRODUCTION

Since the beginning of mobile device age, energy consump-
tion has been affecting computers design. Nowadays it be-
comes also apparent in several areas previously led by com-
putational performance. Recent IDC studies [5] have shown
that around 16TWh of electricity was consumed by West-
ern Europe servers in 2007 and it cost about 1.6 billion of
Euros. Moreover it is expected that energy costs will exceed
the hardware costs by 2015.

Thinking on this, sustainable computer resources develop-
ment and usage could be applied to Information Systems
(IS) by rearranging all IS resources (assets and capabilities)
in order to accumulate, secure foster competitive advan-
tages [7]. The main idea presented here takes into account
energy consumption of servers to drive workload distribu-
tion, in such way that services can be dynamically routed
to different servers. For that we consider the intrinsic data
centre heterogeneity of servers, i.e. different computational
power and energy consumption characteristics, classifying
them from the slowest to the fastest at different energy con-
sumption levels. Data centres servers heterogeneity com-
bined with workload distribution aiming energy efficiency
improvement is also described by [2], [1], and [4].

As each service has specific quality constraints to be satis-
fied, well described by Service Level Agreement (SLA), it
is reasonable to think that some services do not need to
be executed always into the fastest class of server. For ex-
ample, a service responsible to generate the annual balance
sheet does not need the same response time with respect to
a service that concise stock in a trade report for the market
department. Hence, services with non-critical performance
constraints, such as response time, could be executed within
slower servers to consume less power and to reduce their
overall cost/price. Aiming to verify this dependency and to
evaluate the impact of energy efficiency constraints in ser-
vice centres, we present a system that is modelled as a closed
queueing network with multiple-servers stations.

2. THE SYSTEM MODEL

In order to perform analytic evaluations, we use queueing
network modelling approach which offers a reasonable bal-
ance between accuracy and efficiency. In this model, sys-
tem resources (such as hardware resources and their soft-
ware queues) are represented as network of queues and it is
feasible to identify system bottlenecks. We also compute dif-
ferent performance metrics in simulated environments using
Mean-Value Analysis (MVA) algorithm [6].

We start identifying the main components of the system (a
typical configuration of a multi-tiered Internet service) and
the interaction between hardware resources and software
queues, which is done through Virtual Machines (VM). Each
VM is represented as one server in our experiments and we
assume the statement “One application - one server”. This
means that one VM can only be assigned to one service at a
given instance of time. We present the first set of simulated
results using Java Modeling Tools (JMT)l7 an open-source
suite that supports common activities for performance eval-
uation.

By introducing the queueing network model above, we con-
sider an open network system composed by N heteroge-
neous physical servers divided into three classes such that
N = Z?:1 M;, in which M; is the number of server at class
station 7. Moreover, the server utilization at class station ¢
is given by Uj;.

3. SIMULATION

The purpose of the simulation is to compare the differences
between two different optimal network loads: (experiment
A) considering only performance, which means, selecting al-
ways the server class with highest performance and highest
energy consumption; (experiment B) taking into account of
energy consumption of each class of servers, which means,
selecting different classes through dynamic routing strate-
gies. For both experiments we use an exponential distribu-
tion arrival rate (\;;) to model a Poisson process where the
requests are independent from each other.

Agreeing with the model proposed, we assume that data
centre controls the physical resource allocation issue using
VM containers. Thus, the total physical server energy con-
sumption is split properly among its VMs based on compo-
nents utilization rates. The evaluated scenario is a typical
multi-tier web system model composed by a set of multi-class
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multi-server queues grouped as web servers (WS), applica-
tion servers (AS), and database servers (DS) and divided
into classes according to their characteristics. Considering
that many data centres are over-provisioned for peak usage,
the average scenario allows us to play with such new energy
efficient configuration without reducing service quality [1].

Regarding to the queueing policies, all servers support in-
finite requests in queue (actually, it is possible due to ad-
mission control mechanism which takes care of this matter)
and requests are executed according to First Come First
Served (FCFS) queueing discipline. In such rule the execu-
tions comply with the request arrival order.

Experiment A - based on performance optimization
The first experiment is conducted aiming only performance
optimization with respect to throughput and response time.
The routing strategy sets class-r services for the smallest
queue length stations. Preliminary results have shown that
none of the servers has utilization rates bigger than 38%,
which means that there is some space to redistribute the
workload considering energy consumption values without
bottlenecks. The goal is to change the routing strategies
among servers in such a way to increase the utilization of
low energy consumption servers (i.e., till burst lower bound)
while keeping the high performance servers into energy sav-
ing mode.

Experiment B - based on energy awareness.

The second experiment focuses on energy consumption and,
for that end, the routing strategy is changed for a dynamic
probabilistic one. Unfortunately JMT does not provide any
kind of routing strategy based on either server energy con-
sumption or hardware characteristics. Due to that limita-
tion, we defined some reasonable probabilities values to rep-
resent possible energy consumption instant pictures of the
system. In the best energy consumption scenario, the work-
load is routed mainly based on the server energy consump-
tion rate. Considering the dynamic routing of real situa-
tions, other scenarios show some new situations in which
the first one is not possible due to slow servers capacity.
Therefore the system dynamically changes the probability
of routing in order to avoid slow servers burst situation.
The burst situation is represented as a queue length limit
based on the server class.

4. ENERGY EVALUATION

In order to compare both experiments from energy point of
view, we do need to put them in terms of energy consump-
tion. For that, all servers utilization values are mapped into
the server class and their utilization modes together with the
number of servers in a specific class of server. we sum up the
amount of energy consumed by each class of server according
to their utilization mode and multiply it by the number of
servers into that situation. The formula for this calculation
is expressed in (1). The function f; finds out the respective
amount of energy consumed in each execution period.

ec = Zfz (Us) - M; 1)

The idea presented here is the part of a bigger research work,
that combines different energy-aware solutions toward en-
ergy efficiency at service level. In fact, this approach fits
with the work introduced by [3] which obtains a better trade
off between performance and energy efficiency of composite
services considering non-functional characteristics.

Nevertheless, we consider only energy consumption of servers
in a simulated environment and further investigations have
to be done to evaluate their impact over cooling (which rep-
resents about 50% of the total facility energy consumption)
and power infrastructure. Reducing servers energy con-
sumption has a immediate impact into the whole data center
operational costs (specially the electricity bill), but also in-
directly throughout economic incentives programs launched
by stakeholders or government.
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