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This paper deals with a congestion control framework for elastic and real-time traffic,
where the user’s application is associated with a utility function. We allow users to have
concave as well as non-concave utility functions, and aim at allocating bandwidth such
that utility values are shared fairly. To achieve this, we transform all utilities into strictly
concave second order utilities and interpret the resource allocation problem as the global
optimization problem of maximizing aggregate second order utility. We propose a new
fairness criterion, utility proportional fairness, which is characterized by the unique solution
to this problem. Our fairness criterion incorporates utility max–min fairness as a limiting
case. Based on our analysis, we obtain congestion control laws at links and sources that
(i) are linearly stable regardless of the network topology, provided that a bound on
round-trip-times is known, (ii) provide a utility proportional fair resource allocation in
equilibrium. We further investigate the efficiency of utility fair resource allocations. Our
measure of efficiency is defined as the worst case ratio of the total utility of a utility pro-
portional fair rate vector and the maximum possible total utility. We present a generic
technique, which allows to obtain upper bounds on the efficiency loss. For special cases,
such as linear and concave utility functions, and non-concave utility functions with
bounded domain, we explicitly calculate such upper bounds. Then, we study utility fair
resource allocations with respect to bandwidth fairness. We derive a fairness metric
assessing the aggressiveness of utility functions. This allows us to design fair utility func-
tions for various applications. Finally, we simulate the proposed algorithms using the NS2
simulator.

� 2008 Elsevier B.V. All rights reserved.
1. Introduction

In the last years, congestion control of communication
networks has been interpreted as a distributed algorithm
at sources and links in order to solve a global optimization
problem [1–4]. Each user is associated with an increasing,
strictly concave bandwidth utility function representing
elastic traffic. The congestion control algorithms aim at
maximizing aggregate utility subject to capacity con-
straints on the links. The solution to this problem is de-
rived by decomposing the overall problem into
subproblems that can be solved by links and sources using
only local information. The links communicate a price
. All rights reserved.

ks).
based on usage measurements; the source collects the
aggregate price on its path and adapts its sending rate in
order to maximize its surplus.

Even though considerable progress has been made in
this direction, the existing work focuses only on elastic
traffic, such as file transfer (FTP, HTTP) or electronic mail
(SMTP). As shown in [5], some applications, especially
real-time applications, have non-concave bandwidth
utility functions. It is known, however, that the afore men-
tioned distributed algorithms do not maximize non-con-
cave aggregate utility in general, see for instance Lee
et al. [6]. Furthermore, it is easy to construct non-concave
instances, where a system optimal solution distributes
bandwidth such that only a few applications share the
available bandwidth, while the rest receives zero utility
(bandwidth).

mailto:harks@math.tu-berlin.de
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In this regard, several works (among others Sarkar and
Tassiulas [7], Cao and Zegura [8], and Liao and Campbell
[9]) argue that it is an application performance measure,
i.e., the utility that should be shared fairly among users.
A user running an application does not care about any fair
bandwidth shares as long as his application performs satis-
factory. To illustrate this paradigm, let us consider a single
link of capacity c shared by two users. One user transfers
data according to an elastic application with strictly
increasing, and concave bandwidth utility U1ð�Þ. The other
user transfers real-time video data with a non-concave
bandwidth utility function U2ð�Þ (steps represent encoding
layers).

Fig. 1 shows, how different bandwidth allocations affect
the received utility. If bandwidth is shared equally, which
corresponds to a max–min fair bandwidth allocation, user
1 receives a much larger utility than user 2. In fact, user 2
would receive a utility value of zero, that is, the minimum
encoding rate is not achieved. If we want to share utility
equally instead of bandwidth, we would like to have a re-
source allocation, where the received utilities are equal or
utility max–min fair, i.e., U1ðx1Þ ¼ U2ðx2Þ ¼ u�.

There are several challenges in designing utility fair
congestion control algorithms that have not been fully
solved so far. Is it possible to design distributed and stable
algorithms converging to some utility fair operating point
under relaxed assumptions on utility functions? Can we
characterize the efficiency of utility fair rate allocations
in terms of system utility? Can we design utility functions
such that the resulting rate allocations are bandwidth fair
in the long term? After reviewing the related work, we out-
line our contributions, which partially answer these
questions.

1.1. Related work

The existing work on congestion control algorithms
using the utility framework is focused on elastic traffic
such as TCP. Congestion control mechanisms are regarded
as a distributed algorithm carried out by sources and links
in order to solve a global optimization problem, see [1–4]
or the book of Srikant [10] and references therein. The
objective is to maximize aggregate source utility over
transmission rates subject to capacity constraints:

max
xs2Xs

X
s2S

UsðxsÞ s:t:
X
s2SðlÞ

xs 6 cl; l 2 L: ð1Þ
Fig. 1. Utility functions with U1ðxÞ < U2ðxÞ; x 2 ½0; c�. The rate allocation
y1 ¼ y2 ¼ x� is max–min fair, whereas the rate allocation x1 and x2 are
utility max–min fair.
Source rates xs can be interpreted as primal variables, con-
gestion measures pl as dual variables. Using the dual ap-
proach, a gradient projection method to generate optimal
prices is applied to the dual objective function, see [1]:

_pl ¼
1
cl
ðyl � clÞ; if pl > 0;

1
cl
½yl � cl�þ; if pl ¼ 0;

(
ð2Þ

where yl denotes the aggregate sending rate on link l. In
[11], it is shown that if the utility functions are strictly con-
cave (2), combined with the dynamic source law

ss
_ns ¼ bs U0sðxsÞ � qs

� �
; xs ¼ xmax

s exp ns �
asqs

Msss

� �
: ð3Þ

converges to the unique optimal solution x�s ¼ U0�1
s ðq�s Þ

starting from any initial condition (Ms is an upper bound
on the number of bottlenecks, as and bs are positive param-
eters). Furthermore, this approach has the appealing prop-
erty that the equilibrium is locally stable within given
delay bounds [12]. Following [4], we can associate a class
of concave utility functions with corresponding bandwidth
fairness-criteria as follows:

Usðxs;gsÞ ¼
�ws

x1
s �gs

1�gs
;gs > 0; gs 6¼ 1;

ws logðxsÞ;gs ¼ 1:

(
ð4Þ

Here, the values ws are fixed arbitrary nonnegative values.
Then, in the case gs ¼ 1, we have weighted proportional fair-
ness [2]. In the case gs ¼ 2, we have minimum potential de-
lay fairness, and for gs !1, we have max–min fairness.

Another line of research focuses on utility functions that
are not necessarily strictly concave. As illustrated in Fig. 1
utilities describing real-time traffic are in general non-con-
cave. We can classify the work in this area into two
categories:

(i) approaches that aim at maximizing aggregate (non-
concave) utility subject to capacity constraints: due
to the possible duality gap of this type of problem,
stable decentralized algorithms can be derived only
in special cases. Lee, Mazumdar and Shroff showed
in [6] that the canonical distributed algorithms (3)
and (2) may fail to converge to a feasible rate alloca-
tion and may lead to instability and congestion. To
overcome these problems they proposed a ‘self reg-
ulating’ heuristic for the special type of sigmoidal
utilities in combination with a sub-gradient method
to generate prices. Chiang, Zhang and Hande [13]
examined the conditions under which the canonical
algorithms still converge to the globally optimal rate
despite the non-concavity of utility functions. Fazel
and Chiang [14] presented heuristics to maximize
non-concave utility based on the sum of squares
method. Their heuristics, however, provide no qual-
ity guarantee in the worst case.

(ii) approaches that are concerned with a different
fairness definition rather than maximizing aggregate
utility: an equilibrium point should result in
roughly equal utility values for different applications
[7–9,15]. In [7], only mild assumptions on the feasi-
ble utility functions are required (non-decreasing,
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not necessarily continuous, min. bandwidth exists
for a given utility value). The drawbacks of this
approach are that the links have to maintain per-
flow states in order to allocate bandwidth utility fair,
and that there are no stability results given in the
presence of communication delay. Cao and Zegura
presented in [8] a link algorithm that achieves a util-
ity max–min fair bandwidth allocation, where for
each link the utility functions of all flows sharing
that link is maintained. Hyang and Song [16] and
Cho and Song [17] presented distributed algorithms
without per-flow states that converge to a utility
max–min fair operating point. However, they proved
stability under bounded communication delay only
in the single link case. More recently, based on the
work of Zhang et al. [18], Miller and Harks [19] pre-
sented distributed utility max–min fair algorithms
that are locally stable in the presence of time-vary-
ing delays.

1.2. Our contribution

First, we align the convex optimization framework with
the utility fairness approach. We achieve this by trans-
forming all (possibly non-concave) utility functions into
strictly concave second order utility functions. Then, analo-
gous to (1), we interpret an operating point as the solution
to maximizing second order utility subject to capacity con-
straints. This approach enables us to use scalable, decen-
tralized, and stable congestion control algorithms in the
line of [1,3,12]. Yet, we relax the concavity assumption
on the bandwidth utilities, and achieve utility fairness in
equilibrium. We further define a new fairness criterion,
utility proportional fairness that includes utility max–min
as a limiting case. We emphasize that the distributed algo-
rithms do not need any per-flow information at the links,
and are locally stable regardless of the network topology
provided a bound on the round-trip-time is known. The
feedback from links to sources only relies on the communi-
cation of Lagrange multipliers, called shadow prices, from
the links to the sources. This can be achieved by an active
queue management (AQM) scheme using explicit conges-
tion notification (ECN) [20].

Second, we investigate the efficiency of utility fair re-
source allocations. Our measure of efficiency (termed price
of fairness) is defined as the worst case ratio of the total
utility of a utility proportional fair rate vector and the max-
imum possible total utility. We present a generic technique
to obtain upper bounds on the price of fairness. For special
cases, such as linear and concave utility functions, and
non-concave utility functions with bounded domain, we
explicitly calculate upper and lower bounds.

Third, we study utility fair resource allocations with re-
spect to bandwidth fairness. In general, the resulting band-
width allocation of a utility fair operating point strongly
depends on the bandwidth utility functions that are used.
In the existing literature on utility fair networks, e.g. [7–
9,16,21,22], a fairness metric for utility functions is miss-
ing. We address this issue by defining a fairness measure
for bandwidth utility functions. Based on the induced fair-
ness metric, we are able to design normalized utility func-
tions with equal expected bandwidth shares.

Most of the results of this paper have previously been
published by Harks [15] and Harks and Poschwatta [23].

1.3. Paper organization

The rest of the paper is organized as follows. In Section
2, we introduce the basic model and our congestion control
framework. Then, in Section 3, we define our new fairness
criterion, which we term utility proportional fairness. We
show that our algorithms achieve utility max–min fairness
for the entire network as a limiting case. In Section 4, we
study the efficiency of utility proportional fair resource
allocations with respect to maximum possible total utility.
We derive in Section 5 a fairness measure for bandwidth
utilities that allows to assess the aggressiveness of differ-
ent utilities and serves as a design framework for fair util-
ity functions. Finally, we evaluate the derived congestion
control algorithms via simulations in Section 6.
2. Transformation and convex optimization

We model a capacitated packet switched network
N ¼ ðV ; L; cÞ by a set of nodes (routers) V connected by a
set L of unidirectional links (output ports) with finite capac-
ities ~c ¼ ðcl; l 2 LÞ. The set of links is shared by a set S of
sources indexed by s. A source s represents an end-to-end
connection and its route involves a subset LðsÞ � L of links.
Equivalently, each link l is used by a subset SðlÞ � S of
sources. For notational convenience we sometimes use R
to denote the routing matrix for a given directed network
with a set of sources. The tuple I ¼ ðN;RÞ completely char-
acterizes the underlying network and sources with corre-
sponding routes. We use I to denote a class of tuples I,
where each I 2 I corresponds to a network with a routing
matrix for a given set of sources. As an example of such a
class consider the class I0 of single link networks.

A transmission rate xsðtÞ 2 Xs ¼ ½0; xmax
s � in packets per

second is associated with each source s. A rate vector
~xðtÞ ¼ ðxsðtÞ; s 2 SÞ is said to be feasible if it satisfies the con-
ditions: xsðtÞ 2 Xs8s 2 S and

P
s2SðlÞxsðtÞ 6 cl8l 2 L. When-

ever we refer to a steady state rate vector, we only write
~x and omit the time dependency. With each link l, a scalar
positive congestion measure plðtÞ, called price, is associ-
ated. Let ylðtÞ ¼

P
s2SðlÞxsðt � sf

lsÞ be the aggregate transmis-
sion rate of link l, i.e. the sum of all rates using that link in
which the forward delays sf

ls between sources and links are
accounted for. Let qsðtÞ ¼

P
l2LðsÞplðt � sb

lsÞ be the end-to-
end congestion measure of source s, where again sb

ls are
the backward delays from links to sources. The total RTT
is given by ss ¼ sf

ls þ sb
ls. If the transmission rate of source

s is xs, source s receives a benefit measured by a continu-
ous, nondecreasing bandwidth utility function UsðxsÞ. We
denote by ~U the vector of utility functions Us; s 2 S. In the
following, we describe a constructive method to transform
possibly non-concave utility functions into appropriate
strictly concave functions, which we term second order util-
ities. We will define an equilibrium point as the unique
maximizer of aggregated second order utility. Subse-
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quently, we will show that the resulting resource alloca-
tion provides a fair share of an application layer perfor-
mance measure, i.e. the bandwidth utility to users. In
contrast to [1–3,11,24–27], we do not pose any restrictions
on the bandwidth utility functions, except for monotonicity.

2.1. Bandwidth utilities and transformation function

If the transmission rate of user s is xs, user s receives a
benefit measured by the bandwidth utility UsðxsÞ.

Assumption 1. A bandwidth utility function UsðxsÞ is
feasible, if it satisfies:

(1) UsðxsÞP0;Usð0Þ¼: umin
s Pumin; Usðxmax

s Þ¼: umax
s 6umax,

(2) U0sðxsÞP c1 > 0;U0sðxsÞ 6 c2 <1, for nonnegative
constants c1 and c2, where U0ðxÞ is defined as dUðxÞ

dx .

We denote a class of feasible bandwidth utility func-
tions by U.

Note that we do not rely on concavity.
The first monotonicity assumption U0sðxsÞP c1 ensures

the existence of the inverse function U�1
s ð�Þ over the range

Ys :¼ umin
s ;umax

s

� �
. The second assumption U0sðxsÞ 6 c2 <1

is required to ensure stability of the congestion control
algorithms that are presented in Section 2.3. Before we
present a constructive method to generate second order
utility functions, we briefly restate the overall paradigm.
An optimal operation point or equilibrium should result
in almost equal utility values for different applications.
The exact definition of the proposed resource allocation,
i.e. utility proportional fair resource allocation, will be given
below. To follow this paradigm, we translate a given con-
gestion level of a path, represented by qs, into an appropri-
ate utility value that the network can offer to source s. We
model this utility value, which we term available utility, as
the transformation of the congestion measure qs by a trans-
formation function fsðqsÞ. This function is assumed to be
strictly decreasing.

Assumption 2. The transformation function fsð�Þ describ-
ing the available utility of a path used by sender s is
assumed to be a continuously differentiable and strictly
decreasing function of the aggregate congestion measure
qs, i.e., f 0sðqsÞ 6 �c3; c3 > 0, for all qs P 0 and s 2 S. We
denote by ~f the vector of transformation functions
fsð�Þ; s 2 S.

The monotonicity assumption is reasonable, since the
more congested a path is, the smaller will be the available
utility for an application. The main idea is that each user s
should send at data rates xs in order to match its own
bandwidth utility with the available utility of its path. This
leads to the following equation:

UsðxsÞ ¼ ½fsðqsÞ�
umax

s

umin
s
; s 2 S; ð5Þ

where

½w�ba :¼minfmaxfw; ag; bg ¼
w; if a 6 w 6 b;

a; if w < a;

b; if w > b:

8><
>:
Note that the utility functions for source s is bounded by
the minimum and maximum utility values umin

s and umax
s .

Hence, the source rates xs are adjusted according to the
available utility fsðqsÞ of their used path as follows:

xs ¼ U�1
s ½fsðqsÞ�

umax
s

umin
s

� 	
; s 2 S: ð6Þ

A source s 2 S reacts to the congestion measure qs in the
following manner: if the congestion measure qs is below
a threshold qs < qmin

s :¼ f�1
s ðumax

s Þ, then the source trans-
mits data at maximum rate xmax

s ¼ U�1
s ðumax

s Þ; if qs is above
a threshold qs > qmax

s :¼ f�1
s ðumin

s Þ, the source sends at min-
imum rate 0 ¼ U�1

s ðumin
s Þ; if qs is in between these two

thresholds qs 2 Qs :¼ ½qmin
s ; qmax

s �, the sending rate is
adapted according to xs ¼ U�1

s ðfsðqsÞÞ.

Lemma 1. The function GsðqsÞ ¼ U�1
s ð½fsðqsÞ�

umax
s

umin
s
Þ is nonneg-

ative, differentiable, and strictly decreasing, i.e., G0sðqsÞ < 0, on
the interval qs 2 Qs, and its inverse G�1

s ð�Þ is well defined on
Xs.

Proof. Since Usð�Þ is nonnegative on Xs, the inverse U�1
s ð�Þ

is also nonnegative on Ys. Using that fsð�Þ is differentiable
over Q s, and U�1

s ð�Þ is differentiable over Ys, the composi-
tion GsðqsÞ ¼ U�1

s ðfsðqsÞÞ is differentiable over Qs. We
compute the derivative using the chain rule: G0sðqsÞ ¼
U�10

s ðfsðqsÞÞf 0s ðqsÞ. The derivative of the inverse U�1
s ðfsðqsÞÞ

can be computed as

U�10

s ðfsðqsÞÞ ¼
1

U0sðU
�1
s ðfsðqsÞÞÞ

> 0:

With the inequality f 0s ð�Þ < 0, we get G0sðqsÞ < 0, for all
qs 2 Q s. Hence, GsðqsÞ is strictly monotone decreasing in
Qs, so its inverse G�1

s ðxsÞ exists on Xs. h
2.2. Equilibrium structure and second order utility
optimization

We study the above model at equilibrium, i.e., we as-
sume that rates and prices are at fixed equilibrium values
~x�;~y�;~p�;~q�. In equilibrium, the sending rates satisfy:

x�s ¼ U�1
s ½fsðq�s Þ�

umax
s

umin
s

� 	
¼ Gsðq�s Þ; s 2 S: ð7Þ

Since qs represents the congestion in the path LðsÞ, the
sending rates will be decreasing at higher qs, and increas-
ing at lower qs. Now we consider the inverse G�1

s ðxsÞ of
the above function on the interval Xs. Then, we construct
the second order utility FsðxsÞ as the integral of G�1

s ðxsÞ.
Hence, Fsð�Þ has the following form and property:

FsðxsÞ :¼
Z

G�1
s ðxsÞdxs with F 0sðxsÞ ¼ G�1

s ðxsÞ: ð8Þ
Lemma 2. The second order utility FsðxsÞ is a nonnegative,
continuous, strictly increasing, and strictly concave function
on the interval Xs.

Proof. This follows directly from Lemma 1 and the
relation

F 00s ðxsÞ ¼ G�10

s ðxsÞ ¼
1

G0sðqsÞ
< 0: �
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The construction of FsðxsÞ leads to the following
property:

Lemma 3. The equilibrium rate (7) is the unique solution of
the optimization problem:

max
xs2Xs

FsðxsÞ � q�s xs: ð9Þ

Proof. The first order necessary optimality conditions for a
solution x�s of problem (9) are:

x�s ¼
0; if F 0sð0Þ 6 q�s ;
xmax

s ; if F 0sðxmax
s ÞP q�s ;

U�1
s ðfsðq�s ÞÞ; else:

8<
:

Then, it follows that the source law (7)

x�s ¼ U�1
s ½fsðq�s Þ�

umax
s

umin
s

� 	
satisfies the above optimality conditions. Due to the strict
concavity of FðxsÞ on Xs, the second order sufficient condi-
tion is also satisfied, completing the proof. h
2.3. Dual problem and stability

We interpret an equilibrium point as the unique solu-
tion of the following convex optimization problem:

max
xs2Xs ;s2S

X
s2S

FsðxsÞ s:t: R~x 6~c: ð10Þ

As we will show in the next section, the optimal solution to
(10) will ensure a general notion of utility fairness, which
includes utility max–min fairness in a limiting case. Prob-
lem (10) can be regarded as an artificial optimization prob-
lem leading to scalable distributed algorithms that are
utility fair in equilibrium. To solve (10) and its dual, we
use the dynamic dual link law (2).

To ensure stability in presence of communication de-
lays we insert the second order utility in the dynamic
source law (3):

ss
_ns ¼ bs f�1

s ðUsðxsÞÞ � qs

� �
; xs ¼ xmax

s exp ns �
asqs

Msss

� �
:

ð11Þ
This ensures that the elasticity (gain) of the static demand
curve (6) does not affect the stability. At low gains
G0sðqsÞ 6 m, for some small m, the static source law given
in (6) would be sufficient to achieve stability; at high gains
G0sðqsÞ > m, the dynamic in _n forces the aggressive source to
slow down in order to maintain stability.

We conclude this section by recalling a stability result
of the dual algorithm (2) combined with the dynamic
source law (11) due to [12].

Theorem 1. Assume the routing matrix R is nonsingular and
the round-trip-times are bounded, i.e. for every s: ss 6 �s.
Consider the source law (11). At equilibrium, the system will
satisfy the desired demand curve (6). Furthermore, for bs

small enough and as <
p
2 the dual algorithm (2) in combina-

tion with (11) is locally stable.

Note that for proving this result with techniques pre-
sented in [12], it is required that the second derivative of
FsðxsÞ is bounded away from zero. This is actually ensured
by the conditions U0sðxsÞ 6 c2 and f 0s ðqsÞ 6 �c3, in Assump-
tions 1 and 2, respectively.

Remark 1. Our transformation of non-concave utility
functions into strictly concave second order utility func-
tions leads to a concave utility maximization problem, see
(10). Thus, in order to achieve utility fairness in equilib-
rium, we can use any decentralized congestion control
framework that maximize concave network utility, see for
instance the many variants suggested in Srikant [10].
3. Utility proportional fairness

After we have established local stability of the distrib-
uted algorithms (2) and (11), we will characterize in this
section the fairness conditions of the equilibrium. Before
we come to our new fairness definition, we restate the con-
cept of utility max–min fairness. It is simply the translation
of the well-known bandwidth max–min fairness applied to
utility values.

Definition 1. A rate vector ~x is said to be utility max–min
fair, if it is feasible, and for any other feasible rate vector~y,
the following condition hold: if UsðysÞ > UsðxsÞ for some
s 2 S, then there exists k 2 S such that UkðykÞ < UkðxkÞ and
UkðxkÞ 6 UsðxsÞ.

Suppose we have a utility max–min fair rate allocation.
Then, a user cannot increase its utility, without decreasing
the utility of another user, who already receives a smaller
utility. We now apply the above definition to a utility allo-
cation of a single path.

Definition 2. Consider a single path in the network
denoted by a set of links ðl 2 LpÞ. Assume a set of users
SLp � S share this path, i.e. LðsÞ ¼ Lp for s 2 SLp . Then, the
rate vector ~x is said to be path utility max–min fair if the
rate allocation xs; s 2 SLp on every path Lp is utility max–
min fair.

Note that the definition of path utility max–min fair-
ness does not imply that every user using the same path
Lp receives the same utility. Instead, it is possible that some
users are already at their maximum rate receiving lower
utility than others.

Now we come to our proposed new fairness criterion,
based on the second order utility optimization framework.

Definition 3. Assume, all second order utilities Fsð�Þ are of
the form (8). A rate vector~x is called utility proportional fair
if for any other feasible rate vector ~y the following
optimality condition is satisfied:X
s2S

F 0sðxsÞðys � xsÞ ¼
X
s2S

G�1
s ðxsÞðys � xsÞ

¼
X
s2S

f�1
s ðUsðxsÞÞðys � xsÞ 6 0: ð12Þ

The above inequality is known as a type of variational
inequality. It ensures, that any proportional utility fair rate
vector will solve the optimization problem (10) and vice
versa.
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Lemma 4. A rate vector ~x is utility proportional fair if and
only if it solves problem (10).

The proof simply uses the characterization of solutions
of the convex problem (10) via the variational inequality
(12). Using the above lemma, we can show that a utility
proportional fair rate vector always exists and is unique.

Theorem 2. A utility proportional fair rate vector always
exists and is uniquely determined.

Proof. Lemma 4 shows that every utility proportional fair
rate vector solves problem (10). Since the objective func-
tion for (10) is continuous and the set of feasible rate vec-
tors is compact, there exists an optimal solution.
Furthermore, using Lemma (2), the objective function is
strictly concave, thus, the optimal solution is unique. h

Remark 2. Problem (10) qualitatively falls into the class of
well studied network utility maximization problems, see
[1–4,24,25]. In particular, it follows that the solution vector
~x is Pareto1 efficient, see Tang et al. [28]. Additionally, it can
be shown that the vector of utilities ~U is also Pareto efficient.
This is implied by the strict monotonicity of feasible utility
functions.

If we assume that all users have the same transforma-
tion function, that is, f ð�Þ ¼ fsð�Þ for all s 2 S, then we have
the following properties of a utility proportional fair rate
allocation, which are proven in Appendix A. Note that the
case of a common transformation function for all users is
of independent interest as it allows to communicate the
feedback value f ðqÞ by routers. Thus, the only private infor-
mation of end users is their utility function.

Theorem 3. Suppose that all users have a common trans-
formation function f ð�Þ and all second order utility functions
are defined by (8). Let the rate vector~x be proportional utility
fair, i.e. the unique solution of (10). Then the following
properties hold:

(i) The rate vector~x is path utility max–min fair.
(ii) If qs1

2 Qs1
; qs2
2 Q s2

and qs1
6 qs2

for sources s1; s2,
then Us1 ðxs1 ÞP Us2 ðxs2 Þ.

(iii) If source s1 uses a subset of links that s2 uses, i.e.
Lðs1Þ � Lðs2Þ, and Us1 ðxs1 Þ < umax

s1
, then Us1 ðxs1 ÞP

Us2 ðxs2 Þ.
It is a well-known property of the concept of propor-
tional fairness that flows traversing a route receive a lower
share of available resources than flows traversing a part of
this route provided all utilities are equal. The rationale be-
hind this is that flows using less resources should be fa-
vored to increase the total utility. Transferring this
observation to utility proportional fairness, we get a simi-
lar result. Flows traversing several links receive less utility
compared to shorter flows, provided a common transfor-
mation function is used. If this feature is undesirable, since
1 A rate vector ~x is called Pareto efficient with respect to received rates
(utilities) if no other feasible rate vector ~y exists such that
yi > xiðUiðyiÞ > UiðxiÞÞ for some i 2 S and yj P xjðUjðyjÞP UjðxjÞÞ for all
j 2 S=fig.
the path a flow takes is chosen by the routing protocol and
beyond the reach of the single user, the second order util-
ities can be modified to compensate this effect. We show
that an appropriate choice of the transformation functions
fsð�Þ will assure a utility max–min bandwidth allocation in
equilibrium.

Theorem 4. Suppose all users have the same parameter
dependent transformation function fsðqs;jÞ ¼ q�

1
j

s ; s 2 S;
j > 0. The second order utilities Fsðxs;jÞ; s 2 S are defined
by (8). Let the sequence of rate vectors ~xðjÞ ¼ ðxsðjÞ 2
Xs; s 2 SÞ be utility proportional fair. Then ~xðjÞ approaches
the utility max–min fair rate allocation as j!1.

The proof of this theorem can be found in Appendix B.

4. Efficiency of utility fair resource allocations

Utility fair resource allocations ensure that an applica-
tion specific performance measure, that is, the utility of re-
ceived bandwidth, is shared fairly among sources. Our
primary goal was to achieve this fairness requirement
through distributed and stable congestion control algo-
rithms. From the perspective of a system designer, how-
ever, one might be interested in quantifying how much
utility is lost due to a fair allocation of utilities.

A degradation of system utility caused by different re-
source allocation goals have been analyzed before in many
variants. A prominent example is the selfish behavior of
users, who construct a solution such that their individual
utility rather than social welfare is maximized, see Johari
and Tsitsiklis [29] and the book by Roughgarden [30].
These works study the price of anarchy, which quantifies
the sub-optimality of Nash equilibria compared to system
optimal solutions. We are aware of few works that study
the efficiency of suboptimal but fair solutions. Tang et al.
[28,31] study the efficiency of heterogeneous transport
protocols with respect to optimal solutions maximizing
utility. They characterize the tradeoff between bandwidth
fairness and throughput. None of these works, however,
investigate the efficiency of utility fair solutions. Note that
in contrast to the above mentioned works, the system opti-
mum (solution of problem (1)) in our case is the solution to
a non-convex program, which is known to be NP-hard in
general. It is widely accepted that non-convex programs,
unless they exhibit certain structures, are intractable in
the sense that it is unlikely (unless P ¼ NP) to find even
efficient approximation algorithms, see Vavasis [32] and
Bellare and Rogaway [33] for a survey on the complexity
of non-convex programming.

We study in this section the efficiency of utility fair re-
source allocations with respect to maximum system utility
as defined in (1). In the following, we refer to an optimal
solution of (1) as the system optimum. For a given tuple
I ¼ ðN;RÞ, vector of utility functions ~U, and vector of trans-
formation functions~f , we call the triple ð~U;~f ; IÞ an instance
of a utility proportional fair resource allocation. Recall that
I characterizes the network, capacities, and the routes for a
given set of sources.

Definition 4. We are given an instance ð~U;~f ; IÞ. Let~x� be the
system optimal rate vector and ~x be the vector of utility
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proportional fair sending rates, see Definition 3. We define
the efficiency of ~x with respect to ~x� for ð~U;~f ; IÞ as

qð~U;~f ; IÞ :¼
P

s2SUsðxsÞP
s2SUsðx�s Þ

:

Furthermore, we define the efficiency for given classes
U;F, and I as

qðU;F;IÞ :¼ inf
~U2U

inf
~f2F

inf
I2I

qð~U;~f ; IÞ:

Note that the values qð~U;~f ; IÞ and qðU;F;IÞ are well
defined as the solutions ~x and ~x� to problems (10) and (1)
exist and

P
s2SUsðx�s Þ > 0. The case

P
s2SUsðx�s Þ ¼ 0 can be

excluded since it implies ~x ¼ 0 for every feasible rate
vector. By definition, we have qð~U;~f ; IÞ 2 ½0;1�, where
qð~U;~f ; IÞ ¼ 1 corresponds to full efficiency and
qð~U;~f ; IÞ ¼ 0 to zero efficiency. We define the efficiency
loss (or price of fairness) for given classes U;F, and I by
1=qðU;F;IÞ if qðU;F;IÞ > 0 and 1, otherwise.

We first show that the price of fairness can be arbi-
trarily large for unrestricted classes U and F.

Proposition 1. For general classes U and F satisfying
Assumptions 1 and 2 the price of fairness is unbounded, i.e.
qðU;F;IÞ ¼ 0, even for single link networks.

Proof. Consider an instance with a single link of capacity c
and two linear utility functions U1ðx1Þ ¼ 1

n x1;n 2 N and
U2ðx2Þ ¼ x2. Then, the system optimal solution is
~x� ¼ ð0; cÞwith objective value c. Since we consider a single
link, Theorem 3 implies that a utility proportional fair solu-
tion is also utility max–min fair. The corresponding rate

vector is given by ~x ¼ c
1=nþ1 ;

c=n
1=nþ1

� 	
with total utility 2c=n

1=nþ1.

Letting n tend to infinity we have 2c=n
1=nþ1

� 	
=c ! 0. Defining

U¼ faz : a 2 ½1=n;1�;n 2Ng we have infU2UqðU;F;IÞ ¼ 0
proving the claim. h
4.1. Efficiency loss for restricted utility and transformation
functions

If the classes U and F are restricted, however, we can
derive bounds on the efficiency loss of a utility propor-
tional fair resource allocation. In the following, we present
a generic technique to obtain a lower bound on the effi-
ciency, which depends on the classes U and F. For the tu-
ple I ¼ ðN;RÞ, we define by cðIÞ :¼maxfcl; l 2 Lg > 0 the
maximum of all link capacities of the given network
N ¼ ðV ; L; cÞ. The value cðIÞ > 0 is defined as the maximum
cðIÞ; I 2 I.

To this end, for a fixed utility function UðxÞ, transforma-
tion function f ðzÞ, and capacity cðIÞ > 0, we define the fol-
lowing real-valued parameter:

xðU; f ; cðIÞÞ ¼ inf
06x;x�6cðIÞ

UðxÞ þ f�1ðUðxÞÞðx� � xÞ
Uðx�Þ : ð13Þ

Furthermore, we define

xðU;F; cðIÞÞ ¼ inf
U2U

inf
f2F

inf
I2I

xðU; f ; cðIÞÞ:
Before we present our main result in this section, we
briefly comment on the above construction. In contrast to
qð~U;~f ; IÞ the value xðU; f ; cðIÞÞ is defined for a single utility
and transformation function, respectively. Furthermore,
we restricted the feasible rates in the calculation of
xðU; f ; cðIÞÞ by cðIÞ. This is certainly a rough restriction, as
the equation x ¼ cðIÞ cannot hold for all rates simulta-
neously. The striking advantage of this relaxation, how-
ever, is that we can reduce the calculation of xðU; f ; cðIÞÞ
to minimizing a real-valued functions on a simple interval.
Furthermore, the objective becomes separable in the rates,
utility, and transformation functions.

It is easy to verify that xðU; f ; cðIÞÞ 2 ð�1;1�. The fol-
lowing theorem provides a lower bound on the price of
fairness.

Theorem 5. For given classes U;F, and I, the efficiency
qðU;F;IÞ of a utility proportional fair rate vector is bounded
from below by xðU;F; cðIÞÞ.

Proof. We are given an arbitrary instance ð~U;~f ; IÞ with
U 2 U; F 2F, and I 2 I. Let ~x� denote the system optimal
rate vector. We start with the system utility of the utility
proportional fair rate vector~x:X

s2S

UsðxsÞP
X
s2S

UsðxsÞ þ
X
s2S

f�1
s ðUsðxsÞÞðx�s � xsÞ

¼
X
s2S

UsðxsÞ þ f�1
s ðUsðxsÞÞðx�s � xsÞ

� �
P
X
s2S

xðUs; fs; cðIÞÞUsðx�s Þ

PxðU;F; cðIÞÞ
X
s2S

Usðx�s Þ:

The first inequality follows from (12), where we set ys ¼ x�s .
The second and third inequality follow from the definition
of xðU; f ; cðIÞÞ and xðU;F; cðIÞÞ, respectively. h

Whenever xðU;F; cðIÞÞ 6 0, Theorem 5 does not yield
an approximation guarantee. In fact, as we have seen from
Proposition 1, the value xðU;F; cðIÞÞ is 0 (or even smal-
ler) for general classes U and F. If the classes U;F, and
I are restricted, however, it is possible to derive an
approximation guarantee of xðU;F; cðIÞÞ > 0.

Theorem 5 can be used with respect to three aspects:

(1) for a given instance ð~U;~f ; IÞ, the question of deriv-
ing an upper bound on the efficiency loss boils down
to minimizing a single real-valued function
xðUs; fs; cðIÞÞ for all s 2 S;

(2) the behavior of xðU;F; cðIÞÞ can be used to design
the set of utility and transformation functions U

and F so as to achieve a certain level of efficiency;
(3) any set F having xðU;F; cðIÞÞ > 0 induces a poly-

nomial-time approximation algorithm for the NP-
hard problem (1) with approximation guarantee
1=xðU;F; cðIÞÞ.

Before we explicitly calculate bounds on the efficiency
loss for restricted classes of utility functions, we comment
on the limitations of our approach.

Remark 3. Bellare and Rogaway [33] showed that even for
simple quadratic programming problems with linear
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constraints, there exists no polynomial-time l-approxi-
mation algorithm and l 2 ð0;1Þ, unless P ¼ NP. As a utility
proportional fair solution can be computed in polynomial
time (see the convex problem (10)) it is unlikely that one
can prove an approximation guarantee of l 2 ð0;1Þ even
when the objective function in (1) is restricted to quadratic
polynomials.
Fig. 2. Illustration of the sector of feasible utility functions in
Proposition 2.
4.2. Linear, concave, and bounded non-concave utility
functions

In light of Remark 3, we will make several simplifying
assumptions. We will analyze the efficiency loss of utility
proportional fair rate vectors, when utility functions are
linear, concave, or contained in a sector whose boundaries
are given by linear functions. These cases are of interest,
when the number of elastic traffic sources is large and only
a few inelastic applications are present, or, when the non-
linearity of utility functions is bounded. We will quantify
in the following, to which extend our fairness criterion im-
pacts overall utility.

Corollary 1 (of Theorem 5). Assume F ¼ ff : f ðzÞ ¼ 1
z � 1g

represents the class of transformation functions. The set of
utility functions is given by U ¼ fU : UðxÞ ¼ ax; a 2 ½1; b�;
b 2 ½1;1Þg and let cðIÞP 2. Then, the efficiency is at
least

qðF;U; cðIÞÞP 1
bcðIÞ :

Proof. We are given an arbitrary instance ð~U;~f ; IÞ with
U 2 U; F 2F, and I 2 I. Since the transformation function
is given by f ðzÞ ¼ 1

z � 1, we have for its inverse f�1ðuÞ ¼ 1
uþ1.

Then, applying the definition of xðU; f ; cðIÞÞ and
xðU;F; cðIÞÞ yields

xðU;F; cðIÞÞ ¼ inf
0 6 x; y 6 cðIÞ
1 6 a 6 b

axþ 1
axþ1 ðy� xÞ

ay

¼ inf
0 6 x; y 6 cðIÞ
1 6 a 6 b

x
y
þ y� x
ðaxþ 1Þay

:

Let us define the function gða; x; yÞ ¼ x
yþ

y�x
ðaxþ1Þay, which we

want to minimize. To solve the minimum, we first evaluate
ogða;x;yÞ

oy ¼ � xða2xþa�1Þ
ðaxþ1Þay2 . Since a P 1, we have ogða;x;yÞ

oy 6 0, imply-

ing y� ¼ cðIÞ. The function gða; x; cðIÞÞ is given by

gða; x; cðIÞÞ ¼ x
cðIÞ þ

cðIÞ � x
ðaxþ 1ÞacðIÞ :

This function is strictly convex with respect to x, having its
global minimum at

x� ¼ �acðIÞ þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
acðIÞ þ a2cðIÞ

p
a2

" #þ
:

Using cðIÞP 2 implies cðIÞP
ffiffiffiffiffiffiffiffiffiffiffi
2cðIÞ

p
. Thus, the positive

projection is active, i.e., x� ¼ 0. Inserting this solution we
arrive at gða;0; cðIÞÞ ¼ 1

acðIÞ. This function is strictly decreas-
ing with respect to a, hence, the global minimum is given
by gðb;0; cðIÞÞ ¼ 1
bcðIÞ proving the first claim. The assumption

cðIÞP 2 was made for simplifying the analysis.

Note that the lower bound in Corollary 1 holds for arbi-
trary networks and number of users. We do not know if the
lower bound of 1

bcðIÞ is tight. We now present a tight result
for single link networks, where we allow for non-concave
utility functions contained in a sector, which is enclosed
by linear utility functions, see Fig. 2 for an illustration.

Proposition 2. The set of utility functions is given by

U ¼ fU : UðxÞ 2 ½ax; bx�; for all x 2 ½0; cðIÞ�;
a 2 ½0; b�; and b 2 ð0;1Þg:

Let I be a class of single link networks. Then,
qðF;U; cðIÞÞP a

b. Furthermore, this bound is tight.

Proof. Let~x� denote the system optimum and let~x denote
the utility proportional fair rate vector for an instance
ð~U;~f ; IÞ satisfying the above conditions. Without loss of
generality, we can assume xmax

s P cðIÞ for all s 2 S. First
we derive a lower bound on the overall utility of the sys-
tem optimum ~x�. Using Usðx�s Þ 6 bx�s for all x�s 2 ½0; cðIÞ�;
s 2 S, we have

P
s2SUsðx�s Þ 6 bcðIÞ. Conversely, we know

that UsðxsÞP axs for all xs 2 ½0; cðIÞ�; s 2 S. This together
with xmax

s P cðIÞ implies
P

s2SUsðxsÞP acðIÞ proving the
lower bound.

For proving the upper bound, we consider a single link
of capacity cðIÞ and nþ 1 sources having utility functions
UðxiÞ ¼ axi; i ¼ 1; . . . ;n and Uðxnþ1Þ ¼ bxnþ1. We assume
that every user has the same transformation function.
Thus, Theorem 3 implies that the resulting utility propor-
tional fair rate allocation is utility max–min fair. Assuming
that xmax

s P cðIÞ for all s 2 S, we know that every user
receives the same utility. The utility max–min fair rate

vector is given by ~x ¼ cðIÞ
a=bþn ; . . . ; cðIÞ

a=bþn ;
acðIÞ
aþbn

� 	
. The total

utility evaluates to ncðIÞ
a=bþnþ

bacðIÞ
aþbn ! acðIÞ for n!1. The

optimal rate vector is ~x� ¼ ð0; . . . ; 0; cðIÞÞ with total utility
bcðIÞ proving the second claim. h

Corollary 2 (of Theorem 5). Assume the classes U;F, and I

satisfy

kU0ðxÞ 6 f�1ðUðxÞÞ 6 U0ðxÞ
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for all x 6 cðIÞ;0 6 k 6 1, for all U 2 U; f 2F; I 2 I. If addi-
tionally U is a class of concave utility functions, then, the effi-
ciency is bounded from below by k.

Proof. We prove the theorem by analyzing the parameter
xðU; f ; cðIÞÞ for U 2 U; f 2F, and I 2 I.

xðU; f ; cðIÞÞ ¼ inf
06;x;y6cðIÞ

UðxÞ þ f�1ðUðxÞÞðy� xÞ
UðyÞ :

First, assume x P y. In this case, using f�1ðUðxÞÞ 6 U0ðxÞ we
have

UðxÞ þ f�1ðUðxÞÞðy� xÞ
UðyÞ P

UðxÞ þ U0ðxÞðy� xÞ
UðyÞ :

Concavity of Uð�Þ implies UðxÞ þ U0ðxÞðy� xÞP UðyÞ, hence
xðU; f ; cðIÞÞP 1. Now, assuming x < y implies:

UðxÞ þ f�1ðUðxÞÞðy� xÞ
UðyÞ P

UðxÞ þ kU0ðxÞðy� xÞ
UðyÞ :

Then, using again concavity of Uð�Þ and 0 6 k 6 1 we have

UðxÞ þ kU0ðxÞðy� xÞ
UðyÞ P

UðxÞ þ kðUðyÞ � UðxÞÞ
UðyÞ P k: �

Fig. 3 illustrates the feasible set F of transformation
functions such that the function f�1ðUðxÞÞ stays in the cor-
ridor between U0ðxÞ and kU0ðxÞ for some k 2 ð0;1Þ.

In the following, we present conditions implying full
efficiency of a utility proportional fair rate vector. For the
next result, we require a condition on the transformation
functions, which in turn implies the standard necessary
(and sufficient) optimality condition for the concave utility
maximization problem.

Proposition 3. We are given an instance ð~U;~f ; IÞ, where ~U is
a vector of strictly concave utility functions. The utility
proportional fair rate vector ~x for the instance ð~U;~f ; IÞ has
qð~U;~f ; IÞ ¼ 1 if

f�1
s ðUsðxsÞÞ ¼ U0sðxsÞ; for all s 2 S: ð14Þ

Proof. Suppose that ~x is utility proportional fair. Thus, by
Definition 3 the rate vector ~x satisfies:X
s2S

f�1
s ðUsðxsÞÞðys � xsÞ 6 0;

for any feasible rate vector ~y. Using assumption (14), we
have
Fig. 3. Illustration of the classes F of feasible transformation functions
for a given utility function UðxÞ. The gray shaded area corresponds to the
feasible space for f�1ðUðxÞÞ.
X
s2S

U0sðxsÞðys � xsÞ 6 0;

for any feasible ~y, proving that ~x is an optimal solution to
(1). h

Alternatively, it is possible to prove this proposition by
analyzing the parameter xðU;F; cðIÞÞ. We present a sim-
ple example for this result. Consider the utility function
UðxÞ ¼

ffiffiffi
x
p

and consider the transformation function
f ðzÞ ¼ 1=ð2zÞ. Then, we have U0ðxÞ ¼ 1= 2

ffiffiffi
x
p� �

¼ f�1ðUðxÞÞ.
Thus, if all utility functions and transformation functions
are of the above form, a utility proportional fair rate vector
is fully efficient.

5. Fair utility functions

Traditionally, a bandwidth allocation is considered fair
if flows get (approximately) equal shares of the available
bandwidth, i.e. xi � xj; i; j 2 S. In utility fair networks, this
relation holds for utilities, i.e. UiðxiÞ � UjðxjÞ. Equalizing
utility does not imply that bandwidth is shared equally.
In fact, inelastic applications, such as VoIP traffic, are not
able to adapt the sending rate with arbitrary granulation.
It is reasonable, however, to investigate bandwidth fair-
ness over a time period assuming that the state of conges-
tion varies over time. In this regard, we introduce the
notion of long-term bandwidth fairness in utility fair net-
works. We model the change of congestion over time by
a probability distribution of the available utility f ðqÞ. To as-
sess long-term bandwidth fairness of utility functions we
say that two utility functions U1ðx1Þ and U2ðx2Þ are band-
width fair with respect to a probability distribution of
the available utility f1;2ðqÞ, if the expected bandwidth allo-
cations are equal, i.e. E½x1� ¼ E½x2�. In the following, we
assume that the available utility is uniformly distributed.
Then, we can define the following fairness measure to
compare different utility functions:

Definition 5. The fairness measure dsðUs;XÞ on the interval
X ¼ ½xmin; xmax� is defined as

dsðUs;XÞ :¼
Z

X\Xs

UsðxsÞdxs þ
Z xmax

min xmax ;xmax
sf g

umaxdxs: ð15Þ

If dsðUs;XÞ ¼ r; r > 0, then, UsðxsÞ is said to be r-fair in X.

See Fig. 4 for a graphical depiction of the terms in this
definition. This measure implies a fairness metric for utility
functions: an application/user s0 with fairness measure
ds0 ðUs0 ;XÞ < dsðUs;XÞ for its utility function will get on aver-
age more bandwidth on the interval X than user s. In the
following Theorem, we formalize this relation.

Theorem 5. Suppose, two users s ¼ 1;2 use the path Lp

through the network. and their utility functions are r1 and r2-
fair on the interval X ¼ ½xmin; xmax�. Assume the path price q
on Lp varies in the interval ½qmin; qmax�, so that the available
utility fsðqÞ; s ¼ 1;2, is uniformly distributed on the interval
½umin;umax�. Then, the following conditions hold:

(1) If r1 ¼ r2, then, E½x1� ¼ E½x2�.
(2) If r1 6 r2, then, we have E½x1�P E½x2�.
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Fig. 6. Utility functions used for the simulations.

2 For a given utility value, a prioritized flow receives a larger bandwidth
share than competing non-prioritized flows.
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Proof. Since fsðqsÞ; s ¼ 1;2, are uniformly distributed on
½umin;umax�, the corresponding probability density functions
are given by 1

umax�umin
. Using (6), the expected bandwidth

share for user 1 on the interval ½umin;umax� is given as

E½x1� ¼
Z umax

umin

½U�1
1 ðsÞ�

xmax
1

xmin
1

umax � umin
ds;

where s represents the realization of the available utility.
Due to symmetry, we have:

E½x1� ¼
Z umax

umin

U�1
1 ðsÞ

h ixmax
1

xmin
1

umax � umin
ds;

¼ ðxmax � xminÞðumax � uminÞ � r1;

¼ ðxmax � xminÞðumax � uminÞ � r2;

¼ E½x2�:

Using r1 6 r2, we immediately get E½x1�P E½x2�.

The above Theorem allows us to give an alternative def-
inition of traditional TCP-friendliness in the context of util-
ity fair networks. As shown in [3], it is possible to reverse
engineer the underlying utility functions of TCP. In our
alternative definition, we consider a real-time application
to be TCP-friendly over a certain bandwidth interval, if
the corresponding utility function has the same fairness
measure as the underlying TCP utility function. The inter-
pretation is different from the original TCP-friendliness
paradigm though. Due to its inelasticity, a real-time flow
may not be able to adapt the sending rate with arbitrary
granularity (e.g. layered multimedia) and behave as
aggressive as TCP would. The alternative definition rather
indicates that an application with a TCP-fair utility func-
tion will get on average (light loaded network versus heav-
ily loaded network) as much bandwidth as a TCP flow
would. How this fairness metric can be used as the basis
for a pricing framework is shown in [23].

6. Simulation results

To demonstrate the effectiveness of our utility-based
congestion control approach we performed simulations
using the NS-2 network simulator [34] emphasizing on
adaptation of real-time flows, prioritization and utility pro-
portional fair bandwidth allocation.
Our senders are rate-based, i.e., packets are sent at
intervals of 1=xs seconds. We limit the changes of xs to
not increase by more than 1 and not decrease by more than
half in one round-trip-time to smooth sender behavior on
startup and when adapting to changing network load. Link
prices are accumulated in a double precision floating point
field in the packet headers that receivers return to the
senders in acknowledgment packets. Data packets have a
fixed size of 1500 bytes and receivers acknowledge every
data packet immediately.

Fig. 5 shows the network topology and Fig. 6 the band-
width utility functions used in the simulations. There are
two elastic utility functions, Ue and prioritized Up

2, and
one real-time utility function Ur that models a video stream-
ing application with three supported coding layers:
512 kbit=s ðcr;1 ¼ 43 ppsÞ;1024 kbit=s ðcr;2 ¼ 84 ppsÞ, and
1:5 Mbit=s ðcr;3 ¼ 125 ppsÞ.

All senders use the same transformation function
fsðqsÞ ¼ q�

1
j

s . The utility functions are given by

UrðxÞ ¼

2
1þexpð�ðx�43ÞÞ ;0 6 x < 63:5;

1:5
1þexpð�ðx�84ÞÞ þ 2;63:5 6 x < 104:5;

1
1þexpð�ðx�125ÞÞ þ 2þ 1:5;104:5 6 x 6 130;

8>><
>>:

UeðxÞ ¼ 0:4
ffiffiffi
x
p

;

UpðxÞ ¼ 0:15
ffiffiffi
x
p

:

The results of four simulation setups are shown in Fig. 7a
and 7b.
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Fig. 7. Simulation results.
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Our first simulation focuses on adaptation of a real-time
flow when network load changes and on prioritization of
flows. The four graphs in Fig. 7a and 7b show the sending
rate of one real-time flow (using Ur), the rates of two elas-
tic flows (prioritized Up and non-prioritized Ue) and the
aggregated rates of additional background traffic (up to
four elastic and two real-time flows), which together yield
the total load shown in the fourth graph. Starting with the
highest encoding rate (125 pps), the real-time flow
switches to lower rates as more flows start after 40 and
60 s. Flows terminate after 140 and 160 s which allows
the real-time flow to switch back to higher encoding rates.
The prioritized elastic flow starts after 60 and ends after
140 s and receives a significant higher bandwidth share,
although it receives the same utility as the other flows.

In this setup, there are no short flows using only the A–
B or B–C links and all senders have j ¼ 1.

The remaining three Fig. 8a, 8b and 8c show the effect of
an increasing j for j ¼ 1, 2 and 3 on the resulting band-
width shares. Here, two short flows using the A–B and B–
C links, respectively, compete with up to three long flows
using the whole A–B–C path. As can be seen, the difference
in received utility between short and long flows competing
for the same bottleneck link (B–C) decreases for increasing
values of j. Thus, these results demonstrate the conver-
gence towards a utility max–min fair equilibrium for
increasing values of j as stated in Theorem 4.

7. Conclusion

We have obtained decentralized congestion control
laws at links and sources, which are locally stable and pro-
vide a utility proportional fair resource allocation in equi-
librium. Our fairness criterion ensures that bandwidth
utility values of users (applications), rather than bit rates,
are proportional fair in equilibrium. In a limiting case of
our model, we incorporated utility max–min fairness for
all users sharing the network. We further investigated
the efficiency of utility fair resource allocation with respect
to maximum total utility. Finally, we developed a fairness
measure mapping the specific shape of a utility function
to a fairness value describing its expected bandwidth
consumption.

As an important open problem, we see the development
of globally stable congestion control algorithms for time-
varying delays in combination with non-concave utility
functions. We refer to recent work of Harks and Miller
[19] as a first promising step towards this goal.
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Appendix A

A.1. Proof of Theorem 3

We prove that it is impossible to strictly increase the
utility UsðysÞ > UsðxsÞ for a user s 2 SLp without strictly
decreasing the utility UkðykÞ < UkðxkÞ for some k 2 SLp ,
which is already smaller than UsðxsÞ, that is, UkðxkÞ 6
UsðxsÞ. Using Definition 1 this would prove the claim.

First note that we cannot strictly increase the utility of a
user without strictly decreasing the utility of at least an-
other user. To see this recall that the rate vector ~x maxi-
mizes second order utility, which is a strictly increasing
function of the utility. To prove the theorem we have to
show that in order to strictly increase the utility of a user
we have to strictly decrease the utility of at least another
user, whose utility is already smaller.

Before we prove this, observe the following useful facts:

UsðxsÞ ¼ umin
s ) xs ¼ 0; ð16Þ

UsðxsÞ ¼ umax
s ) xs ¼ xmax

s : ð17Þ

Both facts follow from Assumption 1 and since utility func-
tions are strictly increasing.
Using the equilibrium structure (5) for users s 2 SLp , we
can partition the set SLp into the sets

Q 1 :¼ s 2 SLp jUsðxsÞ ¼ umax
s < f ðqpÞ

� �
;

Q 2 :¼ s 2 SLp jUsðxsÞ ¼ f ðqpÞ
� �

;

Q 3 :¼ s 2 SLp jUsðxsÞ ¼ umin
s > f ðqpÞ

� �
:

Then, we can see that for any users s1 2 Q1; s2 2 Q 2; s3 2 Q 3

the following relation is valid:

Us1 ðxs1 Þ < Us2 ðxs2 Þ < Us3 ðxs3 Þ: ð18Þ

We will show that (i.a) a strict increase of the utility of a
user in Q3 results in a strict decrease of the utility of at
least one user in Q 1 [ Q2; (i.b) a strict increase of the utility
of a user in Q2 results in a strict decrease of the utility of at
least one user in Q 1 [ Q2. We do not have to consider the
case of strictly increasing the utility of a user s 2 Q 1 be-
cause UsðxsÞ ¼ umax

s for s 2 Q1.
Before we prove (i.a) and (i.b), we show how it implies

the claim. Condition (i.a) states that in order to strictly in-
crease the utility of a user in Q 3, we have to strictly de-
crease the utility of a user in Q1 [ Q2. Using (18) we
know that the utility we have to strictly decrease is already
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smaller. Condition (i.b) states that in order to strictly in-
crease the utility of a user in Q2, we have to strictly de-
crease the utility of a user in Q1 [ Q 2. If we have to
strictly decrease the utility of a user in Q 1, then we can ap-
ply the same argument, see (18). If we have to strictly de-
crease the utility of a user in Q2, then, knowing that the
utility for all users in Q 2 is equal, we have to strictly
decrease the utility of another user in Q 2, whose utility is
already smaller.

(i.a) Suppose we strictly increase UsðxsÞ to UsðysÞ > UsðxsÞ
for some s 2 Q 3. Since utility functions are strictly increas-
ing and (16) implies xs ¼ 0 for all s 2 Q3 we have to strictly
decrease at least one of the rates xs; s 2 Q1 [ Q 2. If we
strictly decrease the rate xs for some s 2 Q 1 ((17) implies
xs ¼ xmax

s for s 2 Q1), we strictly decrease the utility UsðxsÞ
because utility functions are strictly increasing in
Xs ¼ ½0; xmax

s �. We are left with the case that we have to
strictly decrease at least one of the users in Q2. Note that
for a user in Q 2 we either have UsðxsÞ ¼ umax

s ;UsðxsÞ ¼ umin
s ,

or umin
s < UsðxsÞ ¼ f ðqpÞ < umax

s . The first case UsðxsÞ ¼ umax
s

can be treated as before. The second case UsðxsÞ ¼ umin
s can

be omitted, since it implies xs ¼ 0, thus it is impossible to
decrease this rate. In the third case, we again use that utility
functions are strictly increasing in Xs ¼ ½0; xmax

s � implying
that we have to strictly decrease the utility of this user.

(i.b) Suppose we strictly increase UsðxsÞ to
UsðysÞ > UsðxsÞ for some s 2 Q 2. This implies that we have
to strictly decrease the rate of at least one user in
Q 1 [ Q2 (note that for users in Q 3 we have xs ¼ 0). The
strict monotonicity of the utility functions implies that
we have to strictly reduce the utilities of at least one of
the users in Q1 [ Q 2.

To (ii): Assume qs1
2 Qs1

; qs2
2 Q s2

and qs1
6 qs2

for
sources s1; s2. Applying (5) to given qs1

; qs2
, we have

f ðqs1
Þ ¼ Us1 ðxs1 ÞP f ðqs2

Þ ¼ Us2 ðxs2 Þ because of the monoto-
nicity of f ð�Þ.

To (iii): From Lðs1Þ � Lðs2Þ it follows, that qs1
6 qs2

. Since
the available utility f ð�Þ is monotone decreasing in qs and
the bandwidth utility Us1 ðxs1 Þ < umax

s1
of user s1 is not

bounded by its maximum value, it follows, that f ðqs1
Þ ¼

Us1 ðxs1 ÞP ½f ðqs2
Þ�

umax
s2

umin
s2

¼ Us2 ðxs2 Þ. h

Appendix B

B.1. Proof of Theorem 4

Since all elements of the sequence~xðjÞ solve (10) sub-
ject to linear constraints, the sequence is bounded. Hence,
we find a subsequence ~xðjpÞ; p 2 Nþ, such that
limp!1~xðjpÞ ¼~x. We show, that this limit point~x is utility
max–min fair. The uniqueness of the utility max–min fair
rate vector ~x will ensure that every limit point of ~xðjÞ is
equal ~x. This proves the convergence of ~xðjÞ to ~x. Since
all users s 2 S use the same transformation function
fsðqsÞ ¼ q�

1
j

s ; s 2 S, the second order utility and its derivative
applied to the rate vector ~xðjÞ have the following form:

FsðxsðjÞÞ ¼
Z

UsðxsðjÞÞ�jdxsðjÞ with F 0sðxsðjÞÞ

¼ UsðxsðjÞÞ�j
; s 2 S:
The proof now proceeds by contradiction and assuming
that the limit point ~x is not utility max–min fair. Then,
the idea is to construct a feasible rate vector ~y, which
receives higher second order utility than ~x. This leads to a
contradiction to the fact that ~x maximizes second order
utility, thus, proving the claim.

Assume that the limit point ~x ¼ ðxs 2 Xs; s 2 SÞ is not
utility max–min fair. Then we can increase the bandwidth
utility of a user j while decreasing the utilities of other
users k 2 K which are larger than UjðxjÞ. More formal, there
exists an index j, a set K � S n fjg, and a feasible rate vector
~y with

ys ¼
xs; if s 2 S=fK [ fjgg;
ys; if s 2 K [ fjg;



such that UjðyjÞ > UjðxjÞ and UkðykÞ < UkðxkÞ for all k 2 K ,
with UkðykÞ > UjðxjÞ. We can omit the case K ¼ ; since this
would imply that we can strictly increase second order
utility without decreasing any other rates. This contradicts
the fact that ~x maximizes second order utility. Now, we
choose j0 so large that for all elements of the subsequence
~xðjpÞ with jp > j0 the inequalities UjðyjÞ > UjðxjðjpÞ and
UkðykÞ < UkðxkðjpÞÞ with UkðykÞ > UjðxjðjpÞÞ for k 2 K hold.
With the inequality UjðxjðjpÞÞ < UkðxkðjpÞÞ; k 2 K , we can
choose j1 > j0 large enough such that

UjðxjðjpÞÞ�jp > C � UkðxkðjpÞÞ�jp ð19Þ

holds for all k 2 K;jp > j1, and C > 0 an arbitrary constant.
Hence, there exists a j1 large enough that the following
inequality holds:

UjðxjðjpÞÞ�jp ðyj � xjðjpÞÞ|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}>0

>
X
k2K

ðxkðjpÞ � ykÞ|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}>0 max
k2K

UkðxkðjpÞÞ�jp ; ð20Þ

for all jp > j1. We evaluate the variational inequality (12)
given in the definition of utility proportion fairness for the
candidate rate vector ~y and jp > j1.X

s2S

F 0sðxsðjpÞÞðys � xsðjpÞÞ ¼
X
s2S

UsðxsðjpÞÞ�jp ðys � xsðjpÞÞ

¼ UjðxjðjpÞÞ�jp ðyj � xjðjpÞÞ
þ
X
k2K

UkðxkðjpÞÞ�jp ðyk � xkðjpÞÞ

P UjðxjðjpÞÞ�jp ðyj � xjðjpÞÞ
�max

k2K
UkðxkðjpÞÞ�jp

X
k2K

ðxkðjpÞ � ykÞ

> 0;using ð20Þ:

Hence, the variational inequality is not valid contradicting
the utility proportional fairness property of ~xðjpÞ. h

References

[1] S.H. Low, D.E. Lapsley, Optimization Flow Control I, IEEE/ACM
Transaction on Networking 7 (6) (1999) 861–874.

[2] F.P. Kelly, A.K. Maulloo, D.K.H. Tan, Rate control in communication
networks: shadow prices, proportional fairness, and stability, Journal
of the Operational Research Society 49 (1998) 237–252.

[3] S. Low, F. Paganini, J.C. Doyle, Internet Congestion Control, IEEE
Control Systems Magazine 22.

[4] J. Mo, J. Walrand, Fair end-to-end window-based congestion control,
IEEE/ACM Transaction on Networking 8 (5) (2000) 556–567.



2960 T. Harks, T. Poschwatta / Computer Networks 52 (2008) 2947–2960
[5] S. Shenker, Fundamental design issues for the future internet, IEEE
JSAC 13 (1995) 1176–1188.

[6] J.-W. Lee, R. Mazumdar, N.B. Shroff, Non-convex optimization and
rate control for multi-class services in the internet, IEEE/ACM
Transaction Network 13 (4) (2005) 827–840.

[7] S. Sarkar, L. Tassiulas, Fair allocation of utilities in multirate
multicast networks: A framework for unifying diverse fairness
objectives, IEEE Transaction on Automatic Control 47 (6) (2002)
931–944.

[8] Z. Cao, E. Zegura, Utility max–min: An application-oriented
bandwidth allocation scheme, in: Proceedings of IEEE INFOCOM,
1999, pp. 793–801.

[9] R.F. Liao, T. Campbell, A utility-based approach for quantitative
adaption in wireless packet networks, Wireless Networks 7 (5)
(2001) 541–557.

[10] R. Srikant, The Mathematics of Internet Congestion Control,
Birkhauser, Boston, 2003.

[11] F. Paganini, A global stability result in network flow control, Systems
and Control Letters 46 (2002) 165–172.

[12] F. Paganini, Z. Wang, J. Doyle, S. Low, Congestion control for high
performance, stability and fairness in general networks, IEEE/ACM
Transaction on Networking 13 (1) (2005) 43–56.

[13] M. Chiang, S. Zhang, P. Hande, Distributed rate allocation for
inelastic flows: optimization frameworks, optimality conditions,
and optimal algorithms, in: Proceedings of IEEE INFOCOM, Miami,
FL, 2005, pp. 2679–2690.

[14] M. Fazel, M. Chiang, Network utility maximization with nonconcave
utilities using sum-of-squares method, in: Proceedings of 44th IEEE
Conference Decision and Control, 2005 and 2005 European Control
Conference. CDC-ECC’05., 2005, pp. 1867–1874.

[15] T. Harks, Utility proportional fair resource allocation: an
optimization oriented approach, in: Proceedings of QoS in
Multiservice IP Networks, Springer, Catania, Italy, 2005, pp. 61–74.

[16] H.-W. Lee, S. Chong, A distributed utility max–min flow control
algorithm, Computer Networks 50 (11) (2006) 1816–1830.

[17] J. Cho, S. Chong, Utility max–min flow control using slope-restricted
utility functions, IEEE Transaction on Communications 55 (2007)
963–972.

[18] Y. Zhang, S.-R. Kang, D. Loguinov, Delay-independent stability and
performance of distributed congestion control, IEEE/ACM
Transaction on Networking, 15.

[19] K. Miller, T. Harks, Utility fair congestion control with time-varying
delays, IEE INFOCOM, Phoenix, AZ, USA, 2008.

[20] S. Floyd, TCP and Explicit Congestion Notification, ACM Computer
Communication Review 24 (5) (1994) 10–23.

[21] R.R.-F. Liao, P. Bouklee, A. Campbell, Online Generation of Bandwidth
Utility Function for Digital Video, in: Proceedings of Packet Video’99,
New York City, 1999.

[22] G. Bianchi, A. Campbell, R.R.-F. Liao, On utility-fair adaptive services
in wireless networks, in: Proceedings of IEE/IFIP In. Workshop on
QoS (IWQoS’98), 1998, Napa Valley, USA.

[23] T. Harks, T. Poschwatta, Priority pricing in utility fair networks, in:
Proceedings of 13th IEEE International Conference on Network
Protocols (ICNP), 2005, pp. 311–320.

[24] R. Gibbens, F. Kelly, Resource pricing and the evolution of congestion
control, Automatica 35 (1999) 1969–1985.

[25] S. Low, A duality model of TCP flow controls, in: Proceedings of ITC
Specialist Seminar on IP Traffic Measurement, Modeling and
Management, 2000.
[26] S. Athuraliya, V.H. Li, S.H. Low, Q. Yin, REM: Active Queue
Management, IEEE Network 15 (2001) 48–53.

[27] S. Low, F. Paganini, J.C. Doyle, Scalable laws for stable network
congestion control, in: Proceedings of Conference of Decision and
Control, 2001, pp. 185–190.

[28] A. Tang, D. Wei, S.H. Low, M. Chiang, Heterogeneous congestion
control: Efficiency, fairness and design, in: Proceedings of 14th IEEE
International Conference on Network Protocols (ICNP), Santa
Barbara, CA, 2006, pp. 127–136.

[29] R. Johari, J.N. Tsitsiklis, Efficiency loss in a network resource
allocation game, Mathematical and Operational Research 29 (3)
(2004) 407–435.

[30] T. Roughgarden, Selfish Routing and the Price of Anarchy, MIT Press,
2005.

[31] A. Tang, J. Wang, S. Low, Counter-intuitive throughput behaviors in
networks under end-to-end control, IEEE/ACM Transactions on
Networking 14 (2) (2006) 355–368.

[32] S.A. Vavasis, Complexity issues in global optimization: A survey,
Tech. Rep., Ithaca, NY, USA, 1993.

[33] M. Bellare, P. Rogaway, The complexity of approximating a nonlinear
program, Mathematical Programming 69 (1995) 429–442.

[34] S. McCanne, S. Floyd, The network simulator – ns-2, <http://
www.isi.edu/nsnam/ns/>, 2000.

Tobias Harks received the Ph.D. degree in
mathematics from University of Berlin, Ger-
many, in 2007. He is currently working as a
PostDoc at Technical University Berlin. His
research interests include Combinatorial
Optimization, Algorithmic Game Theory,
Online Optimization, and Network
Management.
Tobias Poschwatta received the Dipl.-Ing.

degree in Electrical Engineering from Berlin
University of Technology, Germany, in 2004.
He is currently working as software engineer
at Newtec Communications GmbH on proto-
cols for Internet access via satellite.

http://www.isi.edu/nsnam/ns/
http://www.isi.edu/nsnam/ns/

	Congestion control in utility fair networks
	Introduction
	Related work
	Our contribution
	Paper organization

	Transformation and convex optimization
	Bandwidth utilities and transformation function
	Equilibrium structure and second order utility optimization
	Dual problem and stability

	Utility proportional fairness
	Efficiency of utility fair resource allocations
	Efficiency loss for restricted utility and transformation functions
	Linear, concave, and bounded non-concave utility functions

	Fair utility functions
	Simulation results
	Conclusion
	Appendix A
	Proof of Theorem 3

	Appendix B
	Proof of Theorem 4

	References


